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VISION as a SENSOR
machine to INTERACT with the environment
NEED to estimate relative 3D MOTION
3D SHAPE (TASK)

REAL-TIME

CAUSAL processing

representation of SHAPE
(only supportive of representation of motion)

POINT-FEATURES
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TRADEOFFS

SFM CORRESPONDENCE

EASY HARD /IMPOSSIBLE
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TRADEOFFS

SFM CORRESPONDENCE

EASY HARD /IMPOSSIBLE

HARD /IMPOSSIBLE EASY

2004




TRADEOFFS

SFM
LARGE
SASELINE EASY RD/IMPOSSIBLE | GLOBAL
SMALL
HARD /IMPOSS] EACY
BASELINE /IMPOSSIBLE S
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WHAT DOES IT TAKE ?

SFM CORRESPONDENCE
LARGE
S ASELINE EASY RD/IMPOSSIBLE | GLOBAL
SMALL
HARD /IMPOSS] EASY LOCAL
BASELINE /IMPOSSIBLE S
INTEGRATE
visual information | OCCLUSIONS!
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X(t+1)=X(t)
g(t+1) = exp (£(1))g(t)
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-ure and motion as a filtering problem

[ X(t+1) = X(1), X(0) = X9 e R*Y,
] g(t+1) =exp (£(t))g(t) g(0) = go € SE(3),
5(_t+1) §(t ) oft), £(0) =& € R,
L 2i(t) =7 (9(t) X' (t)) + n'( n'(t) ~ N(0,%,,).

* Given measurements of the “output”
(feature point positions)

e Given modeling assumptions about the
“input” (acceleration = noise)

o Estimate the “state” (3D structure,
pose, velocity)
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[ X(t+1) = X(1), X(0) = X9 e R*Y,
] g(t+1) =exp (£(t))g(t) g(0) = go € SE(3),
5(_t+1) §(t ) oft), £(0) =& € R,
L 2i(t) =7 (9(t) X' (t)) + n'( n'(t) ~ N(0,%,,).

* Model is non-linear (output map =
projection)

o State-space is non-linear! (SE(3))

» Noise: need to specify what we mean by
“estimate”

e Even without noise: model is not
observable!
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Observability

» Equivalent class of state-space trajectories
generate the same measurements

{X0,90,%} go = (Ro,To) & = (wo,v0)

{SE.X-O -+ ST ggj 50} §0 = (}%[]j:éT3 IIB'TO — iBROETT) 50 _: (w‘oﬁb’o)

* Fix, e.g., the direction of 3 points, and the
depth of one point (Gauge transformation)

2004 10



-tization of the state space

([ xi(t+1)==xi(t), i=1,2,...,N, x$(0) = xf,
AN(t+1) =A(t), i=12,...,N, AH(0) = A§,
Tt+1) =exp(w(t))T(t)+ v(t), R T(0) = To,

} Q(t+1) =loggos) (exp(@(t)) exp(Q(2))), Q(0) = Qo,
v(t+ 1) =v(t) + au(t), v(0) = wo,
w(t+1) :w(t)ll—aw(tl), | | w(0) = wo,

@)= (exp(ﬂ(t))mg(tw(t) + T(t)) +ni(t), i=1,2,...,N.

logso(s) (R) stands for € such that R = el
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([ xi(t+1)==x4(t), i=4,5,...,N, x}(0) = xl,
N(t+1)=X(t), i=2,3,...,N, A (0) = N,
T(t+1) =exp(w(?))T(t) + ( ) ~ T'(0) =T,

{ Qt+1) =loggos) (exp(@(t)) exp(Qt))), Q2(0) = Qo,
v(t+1) = v(t) + Oev(t) v(0) = o,
W(t+1) = w(t) + aw(?), w(0) = wo,

2t =7 (exp(Q(t))mg(tw(t) +T(t)) +ni(t), i=1,2,...,N.

2(t) = [zd@®)T, ..., 2} )7, TA?( )y, AN @), T (1), QT (1), 0T (1), 0T (1)]
y(t) = [=' ()", ...,e¥ )]
* Now it looks very much like: { (

* And we are looking for (a point statistic of): p(x(¢))")

&(1lr) = Eplx(n)] = [ x()dP((0)ly)
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-s. particle filter?

» For single rigid body/static scene,
expect unimodal posterior

* No need to estimate entire density;
point estimate suffices

» Robust (M-) version of EKF works well
In practice ...

e ... and in real time for a few hundred
feature points

2004
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In practice ...

* Adding/removing features (subfilters)

» Multiple motions/outliers (M-filter,
innovation tests)

» Tracking drift (reset with wide-baseline
matching)

» Switching the reference features (hard!
Causes unavoidable global drift)

» Global registration (maintain DB of lost
features)

2004
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QuickTime™ and a
MS-MPEG4v2 Video decompressor
are needed to see this picture.
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