CS 687
Jana Kosecka

Advanced topics

Policy gradients, Actor Critic, NLP,
Perception

Some slides are adopted from Serena You CS 231 Stanford and S. Levine Deep RL course, UC Berkeley, Pieter

Abbeel UC Berkeley

Previously

* Q- learning and deep Q learning

_ .
Atari games example Q-network Architecture

Q(s,a;0): FC-4 (Q-values)
Playing Atari with Deep Reinforcement i onted
Learning
Volodymyr Mnih, Koray Kavukcuoglu, David -
Silver, Alex Graves, loannis Antonoglou, Daan jjji
WierStra' M a rti n Ried m i ”e Current state s 84x84x4 stack of last 4 frames

(after RGB->grayscale conversion, downsampling, and cropping)



https://arxiv.org/search/cs?searchtype=author&query=Mnih%2C+V
https://arxiv.org/search/cs?searchtype=author&query=Kavukcuoglu%2C+K
https://arxiv.org/search/cs?searchtype=author&query=Silver%2C+D
https://arxiv.org/search/cs?searchtype=author&query=Graves%2C+A
https://arxiv.org/search/cs?searchtype=author&query=Antonoglou%2C+I
https://arxiv.org/search/cs?searchtype=author&query=Wierstra%2C+D
https://arxiv.org/search/cs?searchtype=author&query=Riedmiller%2C+M

Deep Q-learning

Remember: want to find a Q-function that satisfies the Bellman Equation:
Q*(s,a) =Eg s [r + 7y max Q*(s',a')ls, a]

Forward Pass

Loss function: L;(6;) = Eg 4 p(y [(9: = Q(s, @3 6;))?]

Iteratively try to make the Q-value
ro.
where y; = Egng [7' + ymax Q(s',a'50;-1)s,a close to the target value (y,) it

a should have, if Q-function

corresponds to optimal Q* (and

Gradient update (with respect to Q-function parameters 6):
Vo,Li(0:) = Esamp();s'ne [T +ymax Q(s',a’;0i-1) — Q(s,0;0:)) Ve, Q(s, 0; 97:)]
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Experience Replay

Algorithm 1 Deep Q-learning with Experience Replay
Initialize replay memory D to capacity N
Initialize action-value function () with random weights
for episode = 1, M do
Initialise sequence s; = {z; } and preprocessed sequenced ¢; = ¢(s1)
fort =1,T do
With probability € select a random action a;
otherwise select a; = max, Q*(¢(s:),a; 6)
Execute action a; in emulator and observe reward r; and image ;. ;
Set 8441 = 8¢, ay, Ty41 and preprocess ¢y1 = P(8¢4+1)
Store transition (@, a;, ¢, ¢1+1) in D
Sample random minibatch of transitions (¢;,a;,7;, $;4+1) from D
Setypi=n T for terminal ¢, 1
J r; +ymaxy Q(¢j+1,a’;6) for non-terminal ¢;.
Perform a gradient descent step on (y; — Q(¢;, a;; 6!))2 according to equation 3
end for
end for




Learn policies

w o E WU \
ay

Ot 7T()(at |Ot)

Supervised learning paradigm training data o; a;

Learn the policy ma(a:lo:)

Does is work ? 5

Supervised Learning

= Bojarski ‘16 NVIDIA End to End Learning for Self-Driving Cars




Dagger

How to handle distribution shift

Gather more training data using initial policy
DAgger: Dataset Aggregation

goal: collect training data from py,(0;) instead of pdata(0t)

how? just run 7y (az|oy)

but need labels a;!

1. train my(as|o;) from human data D = {01, ay,.

..,oN,an}

2. run mg(as|o;) to get dataset D = {01,...,05}

3. Ask human to label D, with actions a;
4. Aggregate: D < DUD,

Problems

Non-markovian

Multi-model behavior
Output mixtures of Guassians
Implicit density models

Latent variable models (how to use noise effectively)

Auto-regressive discretization




How to use the history

shared weights \

il —'{ RNN state

RNN state

H

A fesd RNN state 'i/' » i‘

Typically, LSTM cells work better here

Case studies

* Trail following as classification

A Machine Learning Approach to Visual Perception of Forest Trails
for Mobile Robots, A. Guisti et al

* Video
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https://youtu.be/umRdt3zGgpU

Case studies

Learning transferable policies for monocular reactive control of
MAYV, Daftry, BagneII Hebert

Low Density Weh Density

“Sowce T Ad LowerBound  ® Upper Bound

Problems

Non-markovian

Multi-model behavior

Output mixtures of Guassians

Implicit density models

Auto-regressive discretization
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Case studies

Vision-based multi-task manipulation for inexpensive robots using
end-to-end demonstrate, Rouhollah Rahmatizadeh, Pooya Abolghasemi, Ladislau

Boloni, and Sergey Levine.

* Video

13
Controlling Current Environment
robot arm image change

by PS Move :>

Demonstrating multiple tasks while recording:
1) Sequence of images, 2) Robot joint commands

=

Training
neural
network

Joint
Task command
selector to robot

Robot autonomously performs the selected task by
continuously receiving images of the environment
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https://youtu.be/AqQFzoVsJfA

Encoder Generator Discriminator

Reconstructed

Reconstruction

a loss
Samplin: Joint
ping configuration

vl command to
the robot

Conv + BN + | |
Leaky ReLU

Deconv +
@ BN + RelLU
One-hot
vector task

selector

Controller network
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Issues with supervised learning

Human needs to provide training data
Need a lot of data, some important training data is hard to obtain
Topics : interaction and active learning

Humans can learn without this level of supervision

From their own experience, feedback through rewards,
improving

Back to -> Reinforcement learning 16




Perception for Personal Robotics

Object detection
Semantic Segmentation
Pose estimation

Visual navigation

17

Google Arm farm




: 7 | 8 ImageNet Classification with Deep Convolutional
i ¢ i Neural Networks

I M .R. G E N E T + ~14 million labeled images, 20k classes

Alex Krizhevsky Ilya Sutskever Geoffrey E. Hinton
University of Toronto University of Toronto University of Toronto
kriz@cs.utoronto.ca ilya@cs.utoronto.ca hinton@cs.utoronto.ca

- NIPS 2012] Accuracy a5 7%
93%
88%
84%
COCO Common Objects in Context «—Beep Lesrning
72ZV<574%

2010 2011 2012 2013 2014 2015 2016

2015

330K Objects of 80 object categories, people, keypoints

Computational power, availability of data and
models

Challenges and opportunities of robot perception

Visual detection and classification of object
instances

Navigation strategies for finding objects

10
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GMU Kitchen Dataset

10 densely sampled and registered RGB-D videos of
kitchen scene

12



Semantic Segmentation

= Definition: Assigning a label to each pixel.

= Labels can be object categories such as closet,
fridge, chair or can be structural categories
such as wall and structure.

Semantic Segmentation

Depth Estimation

= Definition: Estimate the depth values for
each pixel.

= Ground truth depth maps are typically
provided by RGB-D sensors such as Kinect.

Ground truth Depth Map
from Kinect

13



3D Pose Estimation

= Definition: Estimating rotation and
translation for each object

Recognition, Detection, and Segmentation

Task Output Example

Probability of class C

Recognition
J givenimage I :p(c|I)

regressing bounding boxes
bi = {$, Y, w, h} and

Detection probability of class C given

bounding box biand the
image : I p(C|bi,I)

Semantic Probability of class Cy 4
Segmentation  |for pixel (w, y) of Image

I:p(csyll)

14



3D Bounding Box Estimation

Semantic Segmentation 3D bounding box
and Depth Estimation

» Goal: Given a detection bounding box, estimate the 3D
bounding box for the object which is defined by orientation,
translation, and physical dimensions.

3
¥
7

Estimated 3D Box
29

Recovering Translation T

2D detection boxes are the
projection of the 3D boxes.
Each side of 2D box is
touched by one of the 3D
corners.

Each correspondence
between 3D corner and 2D

box results in one
constraint.

Four constraints in total.

Example constraint:

15



Pose estimation as classification: decrease of | Pose estimation using MultiBin: uses coarse
accuracy because of discretization discretization for finding the range of the angle
and estimate continuous residual orientation for
the bin to produce continuous output
| .
bl | - |
| |
.o = I .es I
| |
Prubs- Iis_cretiz_ed Cu_ntinm_)us Probs- @ |
Orientation  Orientation o |
! s
2 ] |
The range of angle is divided into multiple
bins and for each bin. ‘!
' drientation
Adjacent bins have overlapping coverage to T 0 u |
handle angles near the boundaries. |
Y |
To compute the output, most confident bin is Ae
chosen and the residual orientation of that 3 I
bin is applied to the central angle of the bin. MultiBin I%Ilodule 31 |
with 4 Bins |

MultiBin Module

MultiBin Architecture

' L B B BN B B B B B B AN ) - ""T """ "ggEEES '
n 0
n 0
I 0
n 0
n 0
I 0
n 0
n 0
I 0
n 0
n 0
' -_-"w L B B N OB N O O N N L B N N OB N N N N N [ B N I
Confidences cos, sin of orientation 32 Imensions
offset
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Experiments

= KITTI Dataset: includes images from driving
scenarios in urban environments.

@

Pascal-3D dataset: contains images from 12 categories with the object
orientation.

Qualitative Results on KITTI

2D Detection Boxes Estimated 3D Boxe§5

17



Qualitative Results on Pascal Dataset

CAD models are rendered at the viewpoint estimated by MultiBin module.

36

Goal

= Given an RGB image, estimate the depth and
semantic segmentation

" The estimated depths are smoother and no
missing depth values.

RGB Image

Semantic Depth

18



CNNs for Semantic Segmentation

= The resolution of the feature maps decreases because
of pooling layers.

224x224
122112 Convolution network Deconvolution network
S6x56
28x28
14x14 7x7 7x7 14x14
1x1 1x1
—
A, ax
Max oolin Unpoolin
ia B2%ling pooing _ PoOIng e peone Unpooling ‘

fax "pooling . : ) iy Unpooling
pooling ...+ —U

~Unpooling

Noh et al, “Learning deconvolution network for semantic segmentation”, ICCV 2015

Skip Connections

25, ﬁfé%?@{//ﬁ

HxW HIAx W4 HI8 x W8 H/6 x W/16 H32 x WI32 HxW

upsamplmg t
conv, pool, pixelwise
nonlinearity oul +loss

Long et al, “Fully Convolutional Networks For Semantic Segmentation”, CVPR 2014

Architecture

1x
;'I
> k]
1x
I Fully

- —3] Connected |
I# | cRF
Ll
> >
I 2x
R ]
. [
Sy .
':Ldepthl
. :
Shared Multi-Scale
<---- Convolutional --..» <-------. Semantic and --------9 >
Layer Depth Unaries 39
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Qualitative Results

-

Image g;lﬁn'{ar:g?emantic gzgr:z:g tiSoenmantic ’\GA:J;nd Truth Depth Estimated Depth Map
40
What is NLP?
What we say to dogs What they hear ¢

T T

ey, Ginger! Tve had i+ \
/ yo‘,(ofgv out of the qarbage ."fﬂ:
( Linderstand Ginger ; /fr?/ {’f,‘,r/.;L
\ Q{ +he 7“"%{%’?:— 7 ;. )

e

Fundamental goal: analyze and process human language, broadly, robustly, accurately...

End systems that we want to build:

= Ambitious: speech recognition, machine translation, information extraction, dialog interfaces, question
answering...

= Modest: spelling correction, text categorization...

20



Problem: Ambiguities

= Headlines:
® Enraged Cow Injures Farmer With Ax
= Hospitals Are Sued by 7 Foot Doctors
= Ban on Nude Dancing on Governor’s Desk
® |raqgi Head Seeks Arms
® Local HS Dropouts Cut in Half
= Juvenile Court to Try Shooting Defendant
= Stolen Painting Found by Tree
= Kids Make Nutritious Snacks

= Why are these funny?

Parsing as Search

S
/\ S
NP VP N
N \% NP |
N N Y

| Hershey bars protest
protest Hershey bars protest

21



Grammar: PCFGs

= Natural language grammars are very ambiguous!
= PCFGs are a formal probabilistic model of trees
= Each “rule” has a conditional probability (like an HMM)

= Tree’s probability is the product of all rules used

= Parsing: Given a sentence, find the best tree — search!

ROOT
é ROOT —> S 375/420
S > NPVP. 320/392
NP VP .
| NP — PRP 127/539
PRP VBD ADJP .
| | | VP — VBD ADJP 32/401
He  was ]
|
right

Syntactic Analysis

e 3

T
WP WP VED 3 (3 s

| | |
Mtk Enlly wowisd 17 i W e w
| P e
a0 W an e G & W
P e | | q
WP 508 Carboan cams Suminy VEG e o vis W 5 Sn
| I | T I | T
ek 5 mvg W ce e g NN N wiidwe s
A~ [ | e

I

CD NN ONNS 3 41 WH mrk I NP WRE e Ve

[ | | | | T
15 mpn winde  tareall ain Camun w4 WNS  VED
| |
frgnaned tawhis squeezsd W WP
|
Wa 41 WNS
|

musty shehers

Hurricane Emily howled toward Mexico 's Caribbean coast on Sunday packing 135 mph winds and torrential rain and
causing panic in Cancun, where frightened tourists squeezed into musty shelters.

[Demo: Berkeley NLP Group Parser http://tomato.banatao.berkeley.edu:8080/parser/parser.html]
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Dialog Systems

Hi , My name
is Watson.

ELIZA

A “psychotherapist” agent (Weizenbaum,
~1964)

Led to a long line of chatterbots

How does it work:

= Trivial NLP: string match and substitution

= Trivial knowledge: tiny script / response
database

= Example: matching “l remember " results in
“Do you often think of __"?

Can fool some people some of the time?

[Demo: http://nlp-addiction.com/eliza]

23



Wiktionary
one| ['wikfenri] n.,
Vogy] @ wiki-based Open
en w] Content dictionary
Wilea Marrl kear

acqd
a Cla Main Page
anal

‘Community portal
Alter] '

Preferences

Requested entries
Recent changes

Re: £

== Random entry

to- Rl Help

-1 Donations

Contactus

The] - rooiox
Janqd - whatiinks here
COMY  Related changes
WL upload ile
Special pages
Acqd  pintavi version
Sep|  permanentiink
com

bette ¥ In other languages
Francais

Why  Pyccrmit
Jun

variaf

www

& Login/ create account

Entry Discussion Read Edit History |Sea Q

a camel is a horse designed by a committee

Contents [hide]

1English
1.1 Alternative forms

E > Discussion Forum

: (S

A camel is a horse designed by committee
Posted by Ruben P. Mendez on April 16, 2004

Does anyone know the origin of this maxim? I heard it way back at the United Nations, which is chockfull of
committees. It may have originated there, but I'd like an authoritative explanation. Thanks

* Re: A camel is a horse designed by committee SR 16/April/04
= Re: A camel is a horse designed by committee Henry 18/April/04

I a camel is a horse def

ia camel is a horse designiermy — - T

What’s in Watson?

= A question-answering syste

= Designed for the game of Jeopardy

= How does it work:

= Sophisticated NLP: deep analysis of questions, noisy matching of questions

to potential answers
= Lots of data: onboard storage contains
(e.g. Wikipedia, etc.), exploits redunda
= Lots of computation: 90+ servers

= Can beat all of the people a

m (IBM, 2011)

a huge collection of documents
ncy

Il of the time?

24



Machine Translation

Machine Translation

"Il est impossible aux journalistes de
rentrer dans les régions tibétaines"

Bruno Philip, correspondant du
"Monde" en Chine, estime que les
journalistes de I'AFP qui ont été
expulsés de la province tibétaine du
Qinghai "n'étaient pas dans
l'illégalité".

Les faits Le dalai-lama dénonce
1""enfer" imposé au Tibet depuis sa

"It is impossible for journalists to enter
Tibetan areas"

Philip Bruno, correspondent for
"World" in China, said that journalists
of the AFP who have been deported
from the Tibetan province of Qinghai
"were not illegal."

Facts The Dalai Lama denounces the
"hell" imposed since he fled Tibetin | §
1959 -

fuite, en 1959 video Anniversary of the Tibetan
Vidéo Anniversaire de la rébellion rebellion: China on guard
oo 1o a — s

* Translate text from one language to another
= Recombines fragments of example translations

= Challenges:

= What fragments? [learning to translate]

= How to make efficient? [fast translation search]

25



The Problem with Dictionary Lookups

TEE  /top/roof/

JRi®m  /summit/peak/top/apex/

JmZ%  /coming directly towards one/top/end/

= /lid/top/cover/canopy/build/Gai/

=08  /surpass/top/

) /extremely/pole/utmost/top/collect/receive/
LlE  /peak/top/

=] /fade/side/surface/aspect/top/face/flour/
#EiLy /top/topping/

Example from Douglas Hofstadter

Data-Driven Machine Translation

Target language corpus:

I will get to it soon See you later He will do it

Sentence-aligned parallel corpus:

Yo lo haré mafana Hasta pronto Hasta pronto

| will do it tomorrow See you soon See you around

Machine translation system:

Yo lo haré pronto e ,Of I will do it soon
translation

26



Learning to Translate

CLASSIC SOUPS Sm. Lg.
A & @ & 57. House Chicken Soup (Chicken, Celery,
Potato, Onion, Carrot) ....cccevvvvvveeerrevvnenrrenne 1.50 2.75
m & & 58. Chicken Rice Soup ...coooviiiiiiiiiiiiiciiiieccciiieeene 1.85 3.25
om % 59. Chicken Noodle Soup ......evveeveiiiiieieiiiiiiiiiieneen. 1.85 3.25
&R & 60. CantoneseSoup .................................. 1.50 2.75
* 3 F F 61 Tomato Clear Eqg Drop Soup ......ccoviviiiennns 1.65 2.95
5 % 62 RegularSoup ...................................... 1.10 2.10
B 3 & 63. 20 Hot & Sour Soup .....cccovvevviiiniiiiiiinieiciieecees 1.10 2.10
F & & 64. EggDrop Soup.....cciiiiiiniiiiiiis 1.10 2.10
% % 65. Eag DroMix ...................................... 1.10 2.10
%2 B X % 66. Tofu Vegetable Soup ....ccceiiiiiiiiiii NA 3.50
m I K ¥ 67. Chicken Corn Cream SOUP ....cccceiiiiiiniuiniiniennns NA 3.50
¥ A X KB 68. Crab Meat Corn Cream Soup.......ccoovvveiiiiiannann. NA 3.50
B # % 69. Seafood SOUP ..uvuiiiit et NA 3.50
Example from Adam Lopez
An HMM Translation Model
1 2 3 1 5 6 7 8 9
E: Thank you , | shall do so gladly

AL O-O-O0-0-O0O-O0-O0-60-06-0-0O

A

F: Gracias , lo haré de muy buen grado

Model Parameters

Emissions: P( Fi = Gracias | Ea; = Thank ) Transitions: P(A2=3 |AI1 = 1)
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Levels of Transfer

VP

Yo!lo haré manana ! MD/\VP
; . Jiwill do it tomorrow! Mg
interlingua ' : P( Vi PR =08
1 I
will do it
semantics semantics
p—— English (E) P(E |lo haré )
Yo'lo haré/mafiana e 0B
syntax syntax Iiwill do it;tomorrow willdo it -
"""" will do so 0.2
phrases phrases /
Yo lo haré mafana English (E) P(E | mafana )
words words ¥ tomorrow 07
| will do it tomorrow -
morning 03
SOURCE TARGET
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