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Logistics

* Grading: Homeworks, projects, class participation

* Prerequisites: basic statistical concepts, probability, machine learning, strong
Python programming skills

* Course web page cs.gmu.edu/~kosecka/cs747/

* Homeworks 30%

* Class presentations 10%

* Paper summaries 10%

* Class participation 10%

* Project Proposal/Presentation: 10%

* Project Report: 30%
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Recommended Text

* Deep Learning |. Goodfellow et al
* deeplearningbook.org

* University of Illinois Introduction to Deep Learning

* Stanford CS231n: Convolutional Neural Networks for Visual Recognition
* Stanford CS230: Deep Learning

* Princeton COS 495: Introduction to Deep Learning

IDIAP EE559: Deep Learning

Introduction to Deep Learning

* What is “learning”?
* Improving performance through experience

* Getting a computer to do well on a task without manually building in
competence

* What is “deep”?
e Learning using multi-layer neural networks

* What is the relationship between deep learning, ML, and Al?



http://slazebni.cs.illinois.edu/fall18/
http://cs231n.stanford.edu/
https://web.stanford.edu/class/cs230/
https://www.cs.princeton.edu/courses/archive/spring16/cos495/
https://fleuret.org/ee559/
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An incomplete timeline of deep learning

* 1943: McCulloch and Pitts neurons

* 1958: Rosenblatt’s perceptron

NEW NAVY DEVICE
LEARNS BY DOING

Psychologist Shows Embryo
of Computer Designed to
Read and Grow Wiser

WASHINGTON, July. 7 (UPI)
—The Navy revealed the em-
bryo of an electronic computer
today that it expects will be
able to walk, talk, see, write,
reproduce itself and be .con-
scious of its existence,

The embryo—the Weather
Bureau's $2,000,000 “704" com-
puter—learned to differentiate
between right and left after
fifty aftempts in the Navy's
demonstration for newsmen.,

The service said it would use
this principle to build the first
of its Perceptron thinking ma-
chines that will be able to read
and write, It is expected to be
finished in about a year at a
cost of $100,000.

Dr. Frank Rosenblatt, de-
signer of the Perceptron, con-
jducted the demonstration. He
said ‘the machine would be the
first device to think as the hu-

ings, Perceptron will make mis-
takes at first, but will grow
wiser as it gains experience, he
said, '

Dr: Rosenblatt, a research
psychologist at the -Cornell
Aeronautical Laboratory, Buf-
falo, said Perceptrons might be
fired to the planets as mechani-
cal space explorers, °

Without Human Controls

. The Navy said the perceptron
would be the- first non-living
mechanism “capable of receiv-

ing, recognizing and identifying
its surroundings without -any
human training or control.” I

The “brain” is designed to
remember images and informa-,
tion it has perceived itself. Ordi-
nary computers remember only
what ig fed into them on punch
cards or magnetic tape. . |

Later Perceptrons will be able
to recognize people and call out
‘their names and instantly trans-
late speech in one language to
speech or writing in another
language, it was predicted.

Mr. Rosenblatt said in prin-
ciple it would be possible to
build brains that could repro-
duce themselves on an assembly
line and which would be con-'

man brain,_ As do human be-] |

scious of their existence.

1958 New York
Times...

In today's demonstration, the
“704" was fed two cards, one
with squares marked on the left
side and the other with squares
on the right side.

Learng by Doing

In the first fifty trials, the

machine made no distinction be-
tween them. It then started
registering a “Q” for the left
squares and “O"” for the right
squares.
Dr. Rosenblatt said he could
explain why the machine
learned only in highly technical
terms. But he said the computer
had undergone a ‘self-induced
change in the wiring diagram.”
The first Perceptron will
have about 1,000 electronic
“association cells” receiving
electrical impulses from an eye-
like scanning device with 400
photo-cells. The human brain
has 10,000,000,000 responsive
cells, including 100,000,000 con-
nections with the eyes,



http://www.mind.ilstu.edu/curriculum/modOverview.php?modGUI=212
https://en.wikipedia.org/wiki/Frank_Rosenblatt
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An incomplete timeline of deep learning

* 1943: McCulloch and Pitts neurons

* 1958: Rosenblatt’s perceptron

* 1969: Minsky and Papert Perceptrons book
* 1960-1986: Back-propagation

* 1980: Fukushima’s Neocognitron

* 1989: Convolutional neural networks (LeNet)
* 2012: AlexNet

* For much, much, much more detail, see Schmidhuber’s historical
overview

Successes of Deep Learning

* Computer Vision

* Speech and Language
* Game Playing

* Robotics



http://www.mind.ilstu.edu/curriculum/modOverview.php?modGUI=212
https://en.wikipedia.org/wiki/Frank_Rosenblatt
https://en.wikipedia.org/wiki/Perceptrons_(book)
https://en.wikipedia.org/wiki/Backpropagation
https://en.wikipedia.org/wiki/Neocognitron
https://en.wikipedia.org/wiki/Convolutional_neural_network
https://en.wikipedia.org/wiki/AlexNet
https://arxiv.org/pdf/1404.7828.pdf

1/23/20

Deep Learning

Deep learning in computer vision - notable progress in image classification
Continue to mark its progress in various robot perception or control tasks

- ~14 million images, 20k classes . .
ImageNet Classification with Deep Convolutional
- Images gathered from Internet Neural Networks

«  Human labels via Amazon Turk

Alex Krizhevsky Ilya Sutskever Geoffrey E. Hinton
University of Toronto University of Toronto University of Toronto
kriz@cs.utoronto.ca ilya@cs.utoronto.ca inton@cs.utoronto.ca
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Beginnings: [LeCun et al. 1998]
Stack multiple stages of simple cells / complex cells layers

Higher stages compute more global, more invariant features
Classification layer on top
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Convolutions

Training traditional supervised approach - Back-propagation, Lots of labeled data. Initial
approach was run on CPUs
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Perception Problems

Need to process multiple-sensing modalities, video
What ? Where ? How ?

« 3D reconstruction, visual odometry

« Object instance and category classification
« Pose estimation (humans, objects)

« Semantic segmentation

« Matching, recognition and localization

« Robotics - active perception and control

Computer Vision

* Object detection, instance segmentation
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K. He, G. Gkioxari, P. Dollar, and R. Girshick, Mask R-CNN,
ICCV 2017 (Best Paper Award)



https://research.fb.com/wp-content/uploads/2017/08/maskrcnn.pdf
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Games
* 2013: DeepMind uses deep
reinforcement learning to beat
humans at some Atari games
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e 2017: AlphaZero learns to play Go
and chess from scratch
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Robotics

¢ End-to-end training of deep visuomotor policies

Overview video, training video



https://deepmind.com/research/publications/playing-atari-deep-reinforcement-learning/
https://deepmind.com/alpha-go
https://en.wikipedia.org/wiki/AlphaZero
http://arxiv.org/pdf/1504.00702
https://www.youtube.com/watch?v=Q4bMcUk6pcw
https://www.youtube.com/watch?v=JCjTQfy0h8w
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Self-driving cars
N

* Deep learning crucial for the global success.ef
automotive autonomy — Automotive World,
6/26/2018

This class

Multilayer neural networks, backpropagation

Convolutional networks and applications
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https://www.automotiveworld.com/analysis/deep-learning-crucial-global-success-automotive-autonomy/
https://devblogs.nvidia.com/explaining-deep-learning-self-driving-car/
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Two key components that made DNN perception viable for robotics:

Speed/Real-time

Accuracy
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Significant Imagenet error rate decrease Detection algorithms in 50-150 ms
Russakovsky et al’14 Huang et al’17




