
1/23/20

1

Introduction to statistical learning

Image sourceSlides courtesy L. Lazebnik (Univ. of Illinois CS498) and others 

Outline

• Statistical learning
• Two simple classification models: 

nearest neighbor, linear classifiers
• Learning beyond supervised classification: A 

brief taxonomy

https://www.coursera.org/course/ml
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Statistical learning

• We defined learning as “improving performance 
through experience”

• How do we operationalize the notion of 
experience?
– Use training data

Example 1: Image classification
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Training data
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The basic supervised learning 
framework

y = f(x)

• Training (or learning): given a training set of labeled 
examples {(x1,y1), …, (xN,yN)}, instantiate a predictor f

• Testing (or inference): apply f to a new test example x and 
output the predicted value y = f(x)

• What is the connection between training and test data?

output prediction 
function

input

Example 2: Spam classification
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Example 3: Sentiment classification

http://gigaom.com/2013/10/03/stanford-researchers-to-open-source-model-they-say-has-nailed-sentiment-analysis/

http://nlp.stanford.edu:8080/sentiment/rntnDemo.html

Recursive Deep Models for Semantic Compositionality Over a 
Sentiment Treebank R. Socher et al

Example 4: Grasp classification

L. Pinto and A. Gupta, Supersizing self-supervision: Learning to grasp from 50K 
tries and 700 robot hours,” arXiv.org/abs/1509.06825

YouTube video

http://gigaom.com/2013/10/03/stanford-researchers-to-open-source-model-they-say-has-nailed-sentiment-analysis/
http://nlp.stanford.edu:8080/sentiment/rntnDemo.html
http://arxiv.org/abs/1509.06825
https://www.youtube.com/watch?v=oSqHc0nLkm8
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Two simple models for supervised 
learning

• Nearest neighbor
• Linear classifiers

Nearest neighbor classifier

f(x) = label of the training example nearest to x

• All we need is a distance function for our inputs
• No training required!

Test 
example

Training 
examples 

from class 1

Training 
examples 

from class 2
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K-nearest neighbor classifier

• For a new point, find the k closest points 
from training data

• Vote for class label with labels of the k points 
k = 5

K-nearest neighbor classifier

• K-NN is more robust to outliers

Credit: Andrej Karpathy, http://cs231n.github.io/classification/

http://cs231n.github.io/classification/
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K-nearest neighbor classifier

Credit: Andrej Karpathy, http://cs231n.github.io/classification/

Linear classifier

• Find a linear function to separate the classes

f(x) = sgn(w1x1 + w2x2 + … + wDxD + b) = sgn(w × x + b)

http://cs231n.github.io/classification/
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Visualizing linear classifiers
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Visualizing linear classifiers

Source: Andrej Karpathy, http://cs231n.github.io/linear-classify/

http://cs231n.github.io/linear-classify/
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Linear classifier: Perceptron view
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Output: sgn(w×x + b)

Loose inspiration: Human neurons
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Perceptrons, linear separability and 
Boolean functions

NN vs. linear classifiers
• NN pros:

+ Simple to implement
+ Decision boundaries not necessarily linear
+ Works for any number of classes
+ Nonparametric method

• NN cons:
– Need good distance function
– Slow at test time

• Linear pros:
+ Low-dimensional parametric representation
+ Very fast at test time

• Linear cons:
– Works for two classes
– How to train the linear function?
– What if data is not linearly separable?



1/23/20

12

Beyond supervised classification

• Other prediction scenarios
– Regression
– Structured prediction

Regression

IM2GPS

When was that made?Age estimation

https://www.cc.gatech.edu/~nvo9/revisitingim2gps_iccv2017/
http://www.tamaraberg.com/papers/sirion_wacv2017.pdf
https://techxplore.com/news/2015-05-microsoft-age-estimate-tool-unleashed-real-time.html
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Structured Prediction

Image Word

Source: B. Taskar

Structured Prediction

Sentence Parse tree

Source: B. Taskar
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Structured Prediction

Amino-acid sequence Bond structure

Source: B. Taskar

Structured Prediction
• Many scene understanding tasks can be thought of as 

“structured prediction” (but are not necessarily handled 
as such)

K. He, G. Gkioxari, P. Dollar, and R. Girshick, Mask R-CNN, ICCV 2017

Keypoint prediction

https://research.fb.com/wp-content/uploads/2017/08/maskrcnn.pdf
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Beyond supervised classification

• Other prediction scenarios
– Regression
– Structured prediction

• Other supervision scenarios
– Unsupervised learning
– Self-supervised or predictive learning
– Reinforcement learning
– Active learning
– Lifelong learning

Unsupervised Learning

• Idea: Given only unlabeled data as input, learn 
some sort of structure
– The goal is often more vague or subjective 

than in supervised learning
– Also known as exploratory/descriptive data 

analysis
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Unsupervised Learning

• Clustering
– Discover groups of “similar” data points
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Unsupervised Learning
• Quantization or data compression

– Encode the data into a more compact form

C1

C2

C3

• Dimensionality reduction, manifold learning
– Discover a lower-dimensional surface on which the 

data lives

Unsupervised Learning
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Unsupervised Learning

• Learning the data distribution
– Density estimation: Find a function that approximates the 

probability density of the data (i.e., value of the function is 
high for “typical” points and low for “atypical” points)

– Can be used for anomaly detection

Unsupervised Learning
• Learning the data distribution

– Learning to sample: Produce samples from a data 
distribution that mimics the training set

Generative adversarial networks

“Bedroom” “Face”

https://arxiv.org/abs/1511.06434
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Forms of incomplete supervision

Unsupervised
(no labels)

Supervised
(clean, complete 

training labels 
for the task of 

interest)

Semi-supervised
(labels for a small portion 

of training data)

Weakly supervised 
(noisy labels, labels not 
exactly for the task of 

interest)

Self-supervised or predictive learning
• Use part of the data to predict other parts of the data

– Example: Image colorization

R. Zhang et al., Colorful Image Colorization, ECCV 2016

http://richzhang.github.io/colorization/
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Self-supervised or predictive learning

• Use part of the data to predict other parts of the data
– Example: Future prediction

J. Walker et al. An Uncertain Future: Forecasting from Static Images Using Variational Autoencoders. ECCV 2016.

Self-supervised or predictive learning

• Use part of the data to predict other parts of the data
– Example: Future prediction

C. Finn and S. Levine. Deep Visual Foresight for Planning Robot Motion. ICRA 2017. YouTube video

http://arxiv.org/pdf/1606.07873.pdf
https://arxiv.org/pdf/1610.00696.pdf
https://www.youtube.com/watch?v=6k7GHG4IUCY
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Reinforcement learning

• Learn from rewards in a sequential environment

https://deepmind.com/research/alphago/

Reinforcement learning

• Learn from rewards in a sequential environment

Initial gait Learned gait

Policy Gradient Reinforcement Learning for Fast Quadrupedal Locomotion
Nate Kohl and Peter Stone.

IEEE International Conference on Robotics and Automation, 2004

https://deepmind.com/research/alphago/
http://www.cs.utexas.edu/users/AustinVilla/legged/learned-walk/initial.mpg
http://www.cs.utexas.edu/users/AustinVilla/legged/learned-walk/finished2.mpg
http://www.cs.utexas.edu/users/AustinVilla/?pi=icra04
http://www.cs.utexas.edu/~nate
http://www.cs.utexas.edu/~pstone
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Reinforcement learning

• Playing Atari with deep reinforcement learning

Breakout video

V. Mnih et al., Nature, February 2015

Active learning
• The learning algorithm can choose its own training 

examples, or ask a “teacher” for an answer on selected 
inputs

S. Vijayanarasimhan and K. Grauman, “Cost-Sensitive Active Visual 
Category Learning,” 2009

http://arxiv.org/abs/1312.5602
https://youtu.be/cjpEIotvwFY


1/23/20

23

Lifelong learning

http://rtw.ml.cmu.edu/rtw/

Lifelong learning

http://rtw.ml.cmu.edu/rtw/

http://rtw.ml.cmu.edu/rtw/
http://rtw.ml.cmu.edu/rtw/
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Xinlei Chen, Abhinav Shrivastava and Abhinav Gupta. NEIL: Extracting Visual 
Knowledge from Web Data. In ICCV 2013

http://www.neil-kb.com/

