
Convolutional neural networks

Many slides from Rob Fergus, Andrej Karpathy



Outline
• Building blocks
• Motivation and history
• ImageNet challenge
• Architectures: 

• 1st generation (2012-2013): AlexNet
• 2nd generation (2014): VGGNet, GoogLeNet
• 3rd generation (2015): ResNet
• 4th generation (2016): ResNeXt, DenseNet



Fully connected NN for images

Impractical
Does not scale well
Does not exploit the spatial structure of images



Convolution - Image Filtering
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Let f be the image and g be the kernel. The 
output of convolving f with g is denoted f * g.

Source: F. Durand

Convention: 
kernel is “flipped”

In words: value of the filtered image at particular location: 
1. Overlay filter over the image centered at that location, 
2. Multiply the image values by filter coefficients and sum the result
3. To produce the filtered image – slide the filter over every location and perform this operation



CS223b, Jana Kosecka

Convolution in 2D
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1/9.(10x1 + 11x1 + 10x1 + 9x1 + 10x1 + 11x1 + 10x1 + 9x1 + 10x1) = 
1/9.( 90) = 10



Example:

1/9.(10x1 + 0x1 + 0x1 + 11x1 + 1x1 + 0x1 + 10x1 + 0x1 + 2x1) = 
1/9.( 34) = 3.7778
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Example:

1/9.(10x1 + 9x1 + 11x1 + 9x1 + 99x1 + 11x1 + 11x1 + 10x1 + 10x1) = 
1/9.( 180) = 20
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Example:

1/9.(10x1 + 0x1 + 2x1 + 9x1 + 10x1 + 9x1 + 11x1 + 9x1 + 99x1) = 
1/9.( 159) = 17.6667
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Details
What is the size of the output?
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Derivative of Gaussian filter

Which one finds horizontal/vertical edges?

x-direction y-direction



Vertical edges First derivative - one column

Horizontal edges



• Image Gradient 

• Gradient Magnitude

• Gradient Orientation



Effect of Smoothing Scale

• Convolution with x-derivative of Gaussian filter with varying scale
• Scale affects the derivative estimates as well as semantics 

of the edges



Convolution as feature extraction

image feature map

.

.

.

bank of K filters K feature maps



Neural networks for images

image Fully connected layer



image

Neural networks for images

e.g. 32 x 32 x 3 RGB image

e.g. 5 x 5 x 3  filter



image

feature map

learned 
weights

Neural networks for images

e.g. 5 x 5 x 3  filter

e.g. 32 x 32 x 3 RGB image

e.g. 28 x 28 feature map



Convolutional layer demo

http://cs231n.github.io/convolutional-networks/#conv

http://cs231n.github.io/convolutional-networks/


image

another feature map

another 
set of 

learned 
weights

Neural networks for images



Hyperparameters

- size of the filter
- Stride s – apply filter at every s-location
- zero-padding

Number of feature maps



Hyperparameters

- size of the filter
- Stride s – apply filter at every s-location
- zero-padding

- E.g. input size 7, filter size 3, stride 1, output size 5
- Input size 7, filter size 3, stied 3 , output size 3

- What if the stride is 3 ? Careful does not fit 



Stride

Example from I2DL: Prof. Niessner, Prof. Leal-Taixé



K feature maps

K filters 

Convolutional layer

convolutional layerimage

Spatial resolution: 
(roughly) the same if 
stride of 1 is used, 
reduced by 1/S if 
stride of S is used



image

L feature 
maps in the 

next layer

convolutional layer
+ ReLU

Convolutional layer

F x F x K 
filter

L filters

K feature maps

• Depth dimension of the feature map
must match the dimension of the filter



Stacking up convolutional layers

Reduction is size – gets smaller quickly
Add padding by 0’s

Example from I2DL: Prof. Niessner, Prof. Leal-Taixé



Number of parameters of conv layer

Example from I2DL: Prof. Niessner, Prof. Leal-Taixé



Pooling layer



K feature maps, 
resolution 1/S

Max pooling layer

F x F pooling filter, 
stride S

K feature maps

max 
value

Usually: F=2 or 3, S=2

Backward pass: gradient from 
next layer is passed back only 
to the unit with max value



Input Image

Convolution 
(Learned)

Non-linearity

Spatial pooling

Feature maps

Input Feature Map

.

.

.

Summary: CNN pipeline

Source: R. Fergus, Y. LeCun

Convolutional layer: feature extraction
Pooling layer: feature selection



Input Image

Convolution 
(Learned)

Non-linearity

Spatial pooling

Feature maps

Summary: CNN pipeline

Source: R. Fergus, Y. LeCun Source: Stanford 231n

http://cs231n.stanford.edu/slides/2018/cs231n_2018_lecture06.pdf


Input Image

Convolution 
(Learned)

Non-linearity

Spatial pooling

Feature maps

Max
(or Average)

Summary: CNN pipeline

Source: R. Fergus, Y. LeCun

Convolutional layer: feature extraction
Pooling layer: feature selection



Final Fully Connected FC layer 

Connects the feature maps to the final output 
That makes decisions based on extracted features

Typically only 1-2 FC layers 



Summary: CNN pipeline for classification

P(c | x) = exp(wc ⋅x)

exp(wk ⋅x)
k=1

C

∑

Softmax layer:



Inspiration: Biological visual system
• D. Hubel and T. Wiesel (1959, 1962, Nobel Prize 

1981)
• Visual cortex consists of a hierarchy of simple, complex, 

and hyper-complex cells 

Source

http://cns-alumni.bu.edu/~slehar/webstuff/pcave/hubel.html


History: Neocognitron

https://en.wikipedia.org/wiki/Neocognitron

K. Fukushima, 1980s

https://en.wikipedia.org/wiki/Neocognitron


History: LeNet-5

• Average pooling
• Sigmoid or tanh nonlinearity
• Fully connected layers at the end
• Trained on MNIST digit dataset with 60K training examples

Y. LeCun, L. Bottou, Y. Bengio, and P. Haffner, Gradient-based learning applied to document 
recognition, Proc. IEEE 86(11): 2278–2324, 1998.

http://yann.lecun.com/exdb/publis/pdf/lecun-01a.pdf


ImageNet Challenge

  

Validation classification

  

Validation classification

  

Validation classification

• ~14 million labeled images, 20k classes

• Images gathered from Internet

• Human labels via Amazon MTurk

• ImageNet Large-Scale Visual Recognition 
Challenge (ILSVRC): 
1.2 million training images, 1000 classes

www.image-net.org/challenges/LSVRC/

http://www.image-net.org/challenges/LSVRC/


AlexNet: ILSVRC 2012 winner

• Similar framework to LeNet but:
• Max pooling, ReLU nonlinearity
• More data and bigger model (7 hidden layers, 650K units, 60M params)
• GPU implementation (50x speedup over CPU)

• Trained on two GPUs for a week
• Dropout regularization

A. Krizhevsky, I. Sutskever, and G. Hinton, ImageNet Classification with Deep 
Convolutional Neural Networks, NIPS 2012

http://www.cs.toronto.edu/~fritz/absps/imagenet.pdf


Clarifai: ILSVRC 2013 winner
• Refinement of AlexNet

M. Zeiler and R. Fergus, Visualizing and Understanding Convolutional Networks, 
ECCV 2014 (Best Paper Award winner)

http://arxiv.org/pdf/1311.2901v3.pdf


Layer 1 Filters

M. Zeiler and R. Fergus, Visualizing and Understanding Convolutional Networks, 
ECCV 2014 (Best Paper Award winner)

http://arxiv.org/pdf/1311.2901v3.pdf


Layer 1: Top-9 Patches



Layer 2: Top-9 Patches

• Patches from validation images that give maximal activation of a given feature map 



Layer 2: Top-9 Patches



Layer 3: Top-9 PatchesLayer 3: Top-9 Patches



Layer 3: Top-9 Patches



Layer 4: Top-9 Patches



Layer 4: Top-9 Patches



Layer 5: Top-9 Patches



Layer 5: Top-9 Patches



Semantic Matching and Image retrieval  

How is the semantic and appearance information represented 
in the higher convolutional layers on CNN trained for 
recognition
Application: Retrieve images with similar semantics and 
appearance if the exact instance is not available

Query Image Baseline (Top 2 
Images)

Our Approach (Top 2 Images)

Basline / Our Method Overview

A. Mousavian, J. Kosecka Deep Convolutional Features for 
Image Retrieval and Scene Categorization, 2015



Application: Semantic Matching and Image retrieval  

• How is the semantic and appearance information 
represented in the higher convolutional layers on CNN 
trained for recognition

• Retrieve images with similar semantics and 
appearance if the exact instance is not available

Query Image Baseline (Top 2 
Images)

Our Approach (Top 2 Images)

Basline / Our Method Overview



Deep Embedding for Image Retrieval

Last convolutional layer has spatial support for semantic 
categories (different feature activation maps)

Tower Road/Car Color Blue



Spatial and Magnitude Correlation

The magnitude and location of the objects has high 
correlation with the scale and location of the object.

Towers Towers



Average Pooling From Last Convolutional Layer

Image representation = 256 dim vector where each element is 
average of the response map for each channel.

Query 
Image

Our Method (Average 
pooling)

Baseline



Image representation = 256 dim vector where each element is 
the maximum of the response map for each channel.
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Query Image Average Pooling Max Pooling Hybrid Pooling
Figure 4. Qualitative Comparison of Average Pooling, Max Pooling, and Hybrid pooling. For each query image, top 3 images retrieved
by max/average/hybrid pooling are shown from left to right. Correctly retrieved images are surrounded by green rectangle (Best viewed in
electronic version). Max pooling is more robust against scale change while average pooling is retrieving images with similar scale. Hybrid
pooling, which is the combination of max and average, is superior. Last two rows are query images where only hybrid pooling is able to
retrieve correct images in the top 3 images.

Query Image Hybrid Pooling From pool5 FC7 Pooling
Figure 5. Qualitative Comparison of Proposed pooling from Layer 5 vs using FC7 features to find the most similar images.
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Example: Max/Hybrid Pooling From Last Convolutional 
Layer



Quantitative Results on INRIA Holiday Dataset



Example: Scene Similarity in the Wild

Images are semantically labeled using ten semantic 
classes – sky, building, tree, mountain, road, 
waterbody, ground, floor, furniture and wall

Color, texture, geometry and perspective features 
are extracted from each semantic region and 
clustered

Sample images from 
two clusters of the 
“Building” class

Sample images from 
two clusters of the 
“Waterbody” class

Sample images from 
two clusters of the 
“Ground” class

Scene recognition http://places.csail.mit.edu/



What’s missing from the picture?
• Training tricks and details: initialization, 

regularization, normalization
• Training data augmentation
• Averaging classifier outputs over multiple 

crops/flips
• Ensembles of networks

• Officially, starting with 2015, image classification 
is not part of ILSVRC challenge, but people 
continue to benchmark on the data



How to use a trained network for a new task?

• Take the vector of activations from one 
of the fully connected (FC) layers and 
treat it as an off-the-shelf feature

• Train a new classifier layer on top of the 
FC layer

• Fine-tune the whole network

FC 
vector

Classifier 
layer


