Modeling Protein Structural Transitions as a Multiobjective Optimization Problem
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Abstract—Proteins of importance to human biology can populate significantly different three-dimensional (3d) structures at equilibrium. By doing so, a protein is able to interface with different molecules in the cell and so modulate its function. A structure-by-structure characterization of a protein’s transition between two structures is central to elucidate the role of structural dynamics in regulating molecular interactions, understand the impact of sequence mutations on function, and design molecular therapeutics. Much wet- and dry-laboratory research is devoted to characterizing structural transitions. Computational approaches rely on constructing a full or partial, structured representation of the energy landscape that organizes structures by potential energy. The representation readily yields one or more paths that consist of series of structures connecting start and goal structures of interest. In this paper, we propose instead to cast the problem of computing transition paths as a multiobjective optimization one. We identify two desired characteristics of computed paths, energetic cost and structural resolution, and propose a novel evolutionary algorithm (EA) to compute low-cost and high-resolution paths. The EA evolves paths representing a specific structural excursion without a priori constructing the energy landscape. Preliminary applications suggest the EA is effective while operating under a reasonable computational budget.

I. INTRODUCTION

While it has long been known that proteins are dynamic systems in perpetual motion [1], decades of experimental research in molecular biology have found that proteins undergo both fast vibrations and slower structural rearrangements. The latter, also referred to as structural transitions, allow a protein to access different 3d structures with which to interface with different molecular partners in the cell and so modulate its biological function [2]. Human biology is rich in such multi-state proteins that are able to populate different structural states at equilibrium [3], [4]: in fact, this ability is a direct result of evolution. Making use of the same protein in different chemical reactions is a unique characteristic of higher-order organisms [5].

A structure-by-structure characterization of a protein’s transition between two different, functional structures is central to molecular biology for several reasons. First, such a characterization elucidates the role of structural dynamics in regulating molecular interactions and thus protein function [6]. Second, many DNA mutations that result in amino-acid variations in the amino-acid sequence of a protein can perturb these structural transitions, and this perturbation can result in dysfunction [5], [7]. Third, a detailed characterization of a structural transition of interest provides computational chemists with the structural information needed to design effective molecular interventions [8].

For these reasons, much wet- and dry-laboratory research in molecular biology is devoted to characterizing transitions of proteins between different functional structures. The last decade has seen rapid advancements in the wet laboratory, most notably by single-molecule techniques that can now report one or more intermediate structures in a transition of interest [9]–[11]. Advancements have also been made in the dry laboratory. At the moment, no single wet- or dry-laboratory technique can provide a detailed, structure-by-structure characterization of transitions independent of protein size and biological timescale [12]. The difficulty is related to the disparate spatio-temporal scales that may be involved in a transition; the structures of interest may differ by several angstroms (Å), and the transition connecting them may occur over several milliseconds.

Computational approaches that seek to characterize structural transitions utilize the concept of the energy landscape, which organizes structures by potential energies. Protein energy landscapes are rich in iso-energetic minima that are separated by energetic barriers. In the energy landscape, the long-lived, functional structural states that a protein employs to “stick to” other molecules in the cell correspond to basins (broad neighborhoods of local minima), and a structural transition can be represented as a series of points (structures) that allow the protein to hop from one basin to another.

In principle, the energy landscape contains all the necessary information to characterize and even simulate structural transitions [13], [14]. However, energy landscapes are vast, high-dimensional, and rich in local minima [15], [16]. These characteristics challenge conventional molecular dynamics (MD) approaches that rely on Newton’s second law of motion and numerical integration to follow motions of the atoms that comprise a protein [17]. MD approaches typically surpass only low energetic barriers and converge rapidly to local minima near the start structure of the sought transition. As a result, these approaches cannot be used to capture...
structural transitions that occur beyond the nanosecond timescale. Monte Carlo (MC) approaches do away with Newton’s second law of motion and instead launch biased random walks in the energy landscape [18]. Many “enhanced sampling” techniques are regularly proposed to increase the exploration capability of MD- or MC-based modeling of protein structural transitions [12].

Improved exploration capability is also the focus of a complementary set of methods that exploit mechanistic analogies between molecular chains and robot kinematic linkages [19] and adapt techniques designed to plan robot motions to the problem of modeling protein structural transitions [20]. These methods essentially organize MC walks in trees or graphs (the latter are also referred to as roadmaps) that constitute structured representations of the energy landscape of a protein of interest. Such representations readily yield paths connecting given start and goal structures.

Tree-based methods build a partial representation of the energy landscape that corresponds to a highly local view of the landscape, whereas roadmap-based methods seek to obtain a more global view and encode that view in a graph that can then be queried to reveal multiple paths connecting any pair of a set of structures of interest. Tree-based methods bias the growth of the tree so as to propagate from the start to the goal structure with low-energy intermediate structures. The local view may result in missing the lowest-cost path representing a structural transition. On the other hand, roadmap-based methods have a higher likelihood of capturing such a path, but the nonlocal view comes at a higher computational cost. The bulk of the time is spent on generating many structures to provide the nonlocal view. Advances have been made recently in roadmap-based modeling of protein structural transitions, and the reader is referred to [20] for a review of the state of the art.

We draw attention to state-of-the-art roadmap-based methods that can provide structure-by-structure characterizations of transitions between start and goal structures as far as 13Å away from each other [21]–[25].

Current robotics-inspired methods are ineffective in considering two important characteristics of paths sought to represent a transition. The objective, based in thermodynamics, is that, if offering only one path, the lowest-cost path (often related to the path that requires the least amount of work) best represents a structural transition. Other similar-cost paths may exist, particularly considering the multidimensionality of the landscape; however, even finding the lowest-cost path representing a structural transition is challenging by itself. With this objective, roadmap-based methods compute many structures (via sampling), and then draw edges between a structure and its \(k\) nearest neighbors to obtain a graph that is then queried via path search algorithms for the lowest-cost path connecting a given start to a given goal structure. The resolution of the path (the maximal distance between two consecutive structures) is not directly controlled; generally, these methods resort to sampling more structures in efforts to improve path resolution. On the other hand, tree-based methods can control resolution by generating a child structure that is both low in energy and close to its parent in the tree. However, the cost of the path connecting a start to a leaf that is deemed to be sufficiently close to the goal structure is not directly controlled.

To illustrate the relationship between path cost and path resolution, we direct the reader to Fig. 1. If the start and goal structures reside in two different basins separated by an energy barrier, a low-resolution path may erroneously report that the cost of the basin-basin transition is low, ignoring the separating barrier. In the scenario depicted in Fig. 1(a), the lowest-resolution path is the one with no intermediate structures; this path (and others with low resolution) effectively dig a tunnel through the energetic “mountain.” A similar scenario is depicted in Fig. 1(b), where the start and goal structures are on two different barriers. The lowest-resolution path with no intermediate structures effectively sets a bridge between the two structures, again ignoring the valley underneath. These two extreme examples illustrate the fact that a low-resolution path is easy to compute (saving time in the computation of intermediate structures) but associates an inaccurate, possibly low energetic cost with a transition. On the other hand, as one improves the resolution of a path by computing more intermediate structures, the path cost may indeed increase due to the path following the landscape more closely.

Figure 1: In (a), the lowest-resolution path that contains no intermediate structures and effectively tunnels through the basin-separating barrier. A higher-resolution path contains more intermediate structures (in yellow) and follows the landscape more faithfully in connecting the start (in green) and goal (in blue) structures. In (b), the lowest-resolution path builds a bridge to connect the two barriers, ignoring the basin underneath. In a higher-resolution path, the intermediate structures reside in the basin.

This suggests that the problem of computing paths representing structural transitions can be usefully cast as a multi-objective optimization problem, as both low cost and high resolution are desired characteristics of computed paths. Moreover, rather than one path, the view of a structural transition as an ensemble of paths makes this problem appropriate for a multi-objective, population-based EA. Unlike a robotics-inspired tree-based method, the EA proposed here computes many paths that connect a start to a goal structure.
Unlike a roadmap-based method, the EA directly controls both the cost and resolution of paths via the selection mechanism. Moreover, the proposed EA evolves paths without a priori constructing the energy landscape, thus resulting in lower computational demands over roadmap-based methods.

We first provide a short review of related work, where we summarize several building blocks employed in the proposed EA. Section II then relates details of the proposed EA. Section III showcases applications on healthy and pathogenic variants of a protein central to human health. The results are promising, and, as discussed in Section IV, warrant further investigation of evolutionary search techniques for modeling protein structural transitions under the umbrella of multi-objective optimization.

A. Related Work

The EA proposed here leverages several algorithmic building blocks, most notably on effective, low-dimensional representations of structures of medium-size proteins. These building blocks have been developed and analyzed by us in prior work on memetic EAs for capturing full, structured representations of energy landscapes of multi-state proteins [26]–[28].

A key building block is the ability to exploit experimentally-known structures (detected in the wet laboratory) of a protein to define the variable space. In summary, the experimentally-known structures of a protein of interest (of the wildtype form and mutated versions/variants) are subjected to principal component analysis (PCA). PCA yields a new basis whose axes are ordered by the amount of variance they capture in the structure data. The axes are also referred to as principal components (PCs).

The top $m$ PCs that collectively capture a threshold variance are selected as new axes of the variable space in which the EA operates. Typically, a threshold of 80–90% results in $m \in [10, 25]$, which is over a hundred-fold reduction over the number of Cartesian coordinates (were one to use such coordinates of all the atoms in a protein as variables). The EA proposed here operates in the space of $m$ PCs, extracted as summarized. A structure corresponds to a point in this space, and a series of structures (path) corresponds to a series of points. The reader is directed to Ref. [28] for further details.

II. METHODS

The proposed EA evolves paths utilizing only two given (experimentally-known) structures. These structures initialize the start and end points for all sought paths in the variable space in which the EA operates. Specifically, a path individual is represented as an ordered (start-to-goal directed) list of points in the variable space. The fitness/cost of a path sums up the energy increase between structures corresponding to consecutive points. This way of tallying up the cost of a path effectively considers only the amount of work that would be needed for a protein to “go up” energy barriers separating local minima in the landscape. This path cost formulation is employed in many methods that model transitions in landscapes [22], [29].

In addition to cost, resolution is also associated with a path. The resolution of a path is measured here as the maximum distance between two consecutive points in the path; distance is measured via the Euclidean distance function in the variable space. A complementary, valid consideration is to make use of the root-mean-root-mean-square-deviation (rmsd) [30]. However, rmsd is a computationally-costly measurement due to the need to align the two structures. In addition, the points in a path are not yet structures.

The initial population of $N$ paths is constructed as follows. Initially, $n_{\text{points}}$ points are obtained by linear interpolation between the given start and end points. Each obtained point undergoes a transformation, which converts a point to an all-atom protein structure that corresponds to a local minimum in the all-atom Rosetta energy landscape. The transformation utilizes stochastic optimization, so repeating it $N$ times yields an initial population of $N$ different paths. The transformation of a point in the variable space to an all-atom structure corresponding to a local minimum is also a building block developed and analyzed in detail in our prior work, and we direct the reader to Ref. [31] for details.

Successive generations evolve the population of paths in the following way. For every two consecutive points in a path, a variation operator yields a new mid-point, which is then converted to a (local minimum) all-atom structure utilizing the transformation summarized above. Note that this variation operator is not explicitly yielding a path offspring but instead providing additional points from a path individual. The burden of providing offspring paths is passed on to the selection operator.

The selection operator takes all points (existing ones in the paths in the population and new ones obtained from the variation operator) and inserts them into a nearest-neighbor graph (nngraph). The nngraph connects a point to others within a ball of radius $\epsilon$; the radius $\epsilon$ is measured via the Euclidean distance function in the variable space. $N$ consecutive applications of Dijkstra’s path search algorithm on the nngraph yield the $N$ paths that initialize the next generation. After each application, the points utilized in the found path are removed from the graph, and the next application of Dijkstra’s is carried out in the induced subgraph. This mechanism yields $N$ low-cost non-redundant paths.

The value of $\epsilon$ decreases or increases to apply pressure to find high-resolution paths. At the first generation (after the initial population), $\epsilon$ is set to $d/(x + i * 0.1)$, where $d$ is the Euclidean distance between the start and goal points corresponding to the given start and goal structures, $x = 1$, and $i = 1$. If a path is found, $i$ is incremented, and this process continues until a path cannot be found (we adapt Dijkstra’s to consider dynamic neighbors that disappear as $\epsilon$
takes on lower values). If a path is not found, the path that is reported is the one found at the prior attempt, and this is the value of \( i \) that is employed in the next application of Dijkstra’s in the induced subgraph to find another path. The last successful value of \( i \) (yielding the \( N \)th path) is recorded and in the next generation \( \epsilon \) is initialized to a lower value by incrementing the last successful value of \( i \). This process provides selection pressure for the EA to find both low-cost and high-resolution paths. We note that while in the initial population all paths have the same number of points \((n_{\text{points}}, \text{so same length})\), the paths obtained in subsequent generations have variable lengths.

To the best of our knowledge, the described selection operator is novel in several ways. The paths in a population are effectively rewired, and a graph structure is used to centralize the view of the landscape from the different paths. New points are added onto the graph to increase path diversity. Moreover, this selection mechanism circumvents the issue of comparing two paths to determine which one is better. The latter is not trivial due to the complex relationship between cost and resolution. Cost and resolution are treated as different optimization objectives by the EA, and the selection mechanism is key to addressing both.

A. Implementation Details

The proposed EA is implemented in C++ and run on a 16 core Red Hat Linux box with 3.2 GhZ HT Xeon CPU and 8GB RAM. The cores are employed to parallelize offspring improvements. There are \( n_{\text{points}} = 10 \) points obtained by linear interpolation between the given start and end points, and the population size is \( N = 15 \) paths. In the results related in Section III, the resolution of paths, however, is converted to rmsd [30] and reported in Å, as there is more domain-specific insight on what rmsds correspond to low or high values. The EA operates under a fixed computational budget, tallying up the number of energy evaluations in the transformations from points to structures. For the majority of the applications described in Section III, the budget is 100,000 fitness evaluations. On a protein of 166 amino acids, the total running time of the EA is about 38 CPU hours, with a significant portion of this time devoted to conduct \( N \) lowest-cost path searches on the induced nngraph, as described above.

III. Results

Three test cases are selected to showcase the performance of the proposed EA. They are all different (variant) human sequences of the H-Ras enzyme, which is a protein central to regulating cell growth. Mutations to H-Ras have been linked to several human cancers. Specifically, the first test case we consider here is the “healthy” variant, also referred to as the wildtype (WT). The other two variants are oncogenic forms of H-Ras. They are referred to as G12C and Q61L; in G12C, the glycine (G) amino acid at position 12 in the WT has been mutated into a valine (V) in the oncogenic variant, and in Q61L, the glutamine (Q) amino acid at position 61 in the WT has been mutated into a leucine (L).

The EA is run to obtain paths connecting a given start structure found under entry id 1qra in the Protein Data Bank (PDB) [32] to a given end structure found under PDB entry id 4q21. These two structures correspond to two different functional states of H-Ras and are more than 2.5 Å in all-atom rmsd from each-other. The start structure corresponds to the on or active state of H-Ras, and the end structure corresponds to the off or inactive state of H-Ras.

For most of the analysis on each test case, the EA is run until a computational budget of 100,000 fitness evaluations is exhausted. Three sets of results are related. First, we demonstrate the ability of the proposed EA to obtain low-cost yet high-resolution paths that are comparable in quality to a robotics-inspired, roadmap-based method that employs a computational budget of 1,000,000 fitness evaluations [28]. Second, we demonstrate that the proposed EA is able to further improve its solutions with a longer computational budget. These two sets of results focus on the H-Ras WT. In the third set of results, we show the performance of the proposed EA on the other two test cases, the G12C and the Q61L variants.

A. Analysis of the Performance of Path-evolving EA on H-Ras WT

The 15 lowest-cost paths found by the proposed EA on the H-Ras WT are shown in Figure 2. Panel (a) shows these top paths when the EA is limited to a computational budget of 100,000 fitness evaluations, whereas panel (b) shows what happens with double the computational budget. The paths are drawn by connecting consecutive structures with edges. Structures are drawn as dots, projecting them onto the top two variables (the top two PCs) in the variable space. Structures generated by the algorithm but not utilized in the top 15 paths are also drawn and are color-coded in a red-to-blue color scheme that indicates high-to-low potential energy values; the latter are measured for each structure with the score12 energy function in Rosetta [33], [34]. Since this function is not a physical-based one, the units are not physical units of kcal/mol but Rosetta energy units (REUs).

As shown in Figure 2(a), the proposed EA obtains very high-resolution (0.133 Å and 0.129 Å under the two budgets, respectively) paths with less computational budget (and so fewer generated structures) than the roadmap-based method in [28]; even with the modest budget of 100,000 fitness evaluations, the obtained path resolutions are better than those obtained with the roadmap-based method. Figure 2(b) also shows that, when the budget is doubled, the proposed EA is able to further improve both cost and resolution.

In Table I, we compare the quality of paths obtained by the proposed EA under each computational budget to the quality of paths obtained with the roadmap-based method.
Figure 2: The EA is allowed a computational budget of (a) 100,000 or (b) 200,000 fitness evaluations on the H-Ras WT; the 15 lowest-cost paths are shown in each setting by drawing an edge between two consecutive structures in a path. Dots show PC1-PC2 projections of structures. Dots outside the drawn paths are color-coded and correspond to structures generated during the execution of the EA. The color-coding scheme on the right runs from low (blue) to high (red) energy values measured with the all-atom Rosetta energy function (score12). The text annotations indicate projections of experimentally-known structures detected in the wet laboratory for different variants of H-Ras). The legend in each plot lists the path costs in Rosetta Energy Units (REUs), as well as their resolutions in Å.
B. Comparative Analysis on More Variants

Finally, we relate the performance of the proposed EA on the additional test cases when restricted to a budget of 100,000 fitness evaluations. Figure 3 shows the top 15 paths obtained on the G12C and the Q61L variants. The resolutions are generally worse in comparison to what the EA restricted to the same budget finds for the H-Ras WT, which helps reduce the total cost of a path, as described earlier. The resolutions obtained for these two variants point to possibly more complex landscapes where more fitness evaluations (and more structures) may be needed. Visual comparison of the generated structures (color-coded projections) across the WT and these two variants suggests higher-energy regions separating the start and goal structures connected by the proposed EA.

Table I: Top ten paths obtained by each algorithm.

<table>
<thead>
<tr>
<th>Proposed EA</th>
<th>Proposed EA</th>
<th>Roadmap-based [28]</th>
</tr>
</thead>
<tbody>
<tr>
<td>200K fitness evals</td>
<td>100K fitness evals</td>
<td>1M fitness evals</td>
</tr>
<tr>
<td>Cost</td>
<td>Res</td>
<td>Cost</td>
</tr>
<tr>
<td>487</td>
<td>0.109</td>
<td>354</td>
</tr>
<tr>
<td>301</td>
<td>0.134</td>
<td>296</td>
</tr>
<tr>
<td>291</td>
<td>0.139</td>
<td>292</td>
</tr>
<tr>
<td>288</td>
<td>0.152</td>
<td>149</td>
</tr>
<tr>
<td>271</td>
<td>0.157</td>
<td>148</td>
</tr>
<tr>
<td>267</td>
<td>0.150</td>
<td>129</td>
</tr>
<tr>
<td>263</td>
<td>0.172</td>
<td>123</td>
</tr>
<tr>
<td>251</td>
<td>0.143</td>
<td>113</td>
</tr>
<tr>
<td>248</td>
<td>0.158</td>
<td>112</td>
</tr>
<tr>
<td>236</td>
<td>0.172</td>
<td>109</td>
</tr>
</tbody>
</table>

The results related in this paper suggest that treating the problem of modeling protein structural transitions as a multiobjective one is indeed reasonable and can result in novel approaches likely to lead to further research. The emphasis in this paper on lower computational budgets is motivated by the potential of these frameworks to obtain and then compare the structural dynamics of various forms of a protein in a large-scale setting. The latter would allow understanding the how mutations alter structural dynamics to disrupt normal biological function.

The techniques presented here are potentially useful for a broad range of problems on fitness landscapes. Evolving individuals with complex representations, such as paths, is of interest in evolutionary computation and is likely to spur further work by us and others on effective variation and selection operators.
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Figure 3: The top 15 paths obtained by the proposed EA restricted to a budget of 100,000 fitness evaluations are shown here for the (a) G12C and (b) Q61L variants. The same plotting style is followed as in Fig. 2.


