Abstract—Growing bacterial resistance to antibiotics is urging the development of new lines of treatment. The discovery of naturally-occurring antimicrobial peptides (AMPs) is motivating many experimental and computational researchers to pursue AMPs as possible templates. In the experimental community, the focus is generally on systematic point mutation studies to measure the effect on antibacterial activity. In the computational community, the goal is to understand what determines such activity in a machine learning setting. In the latter, it is essential to identify biological signals or features in AMPs that are predictive of antibacterial activity. Construction of effective features has proven challenging. In this paper, we advance research in this direction. We propose a novel method to construct and select complex sequence-based features able to capture information about distal patterns within a peptide. Thorough comparative analysis in this paper indicates that such features compete with the state-of-the-art in AMP recognition while providing transparent summarizations of antibacterial activity at the sequence level. We demonstrate that these features can be combined with additional physicochemical features of interest to a biological researcher to facilitate specific AMP design or modification in the wet laboratory. Code, data, results, and analysis accompanying this paper are publicly available online at: http://cs.gmu.edu/~ashehu/?q=OurTools.

I. INTRODUCTION

The U.S. Center for Disease Control estimates that more than two million people in the U.S. are diagnosed with antibiotic-resistant infections every year. With some suggesting the era of untreatable infections has arrived [1], there is renewed focus on pursuing novel antibiotics [2]. The discovery of anti-pathogen peptides in the innate immune system of many organisms has been met with great enthusiasm. The effectiveness of these antimicrobial peptides (AMPs) in killing even resistant bacteria has spurred significant research in the last two decades on characterizing AMPs and understanding how they can be effectively employed to combat multi-drug resistant bacteria [3].

Experimental and computational studies devoted to answering the open question of what governs antimicrobial activity in AMPs have generally proceeded orthogonally to answer this question. In the experimental community, the focus has been largely on template-based studies (where known AMPs are modified and tested against bacterial cultures in the wet laboratory and systematic virtual screen-
Table I: Summary of current methods and their performance on AMP recognition. Acronyms are as follows: HMM (hidden Markov model), ANN (artificial neural network), DA (discriminant analysis), RF (random forest), SVM (support vector machine), ANFIS (artificial neural fuzzy interface system), FKNN (fuzzy k-neural network) and BLR (binary logistic regression). Performance is measured via MCC, a standard measure described in section II. There are various databases now for AMPs, and the one used by methods to construct a training dataset is indicated in column 3.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Training Dataset MCC</th>
<th>Validation Dataset MCC</th>
<th>Testing Dataset MCC</th>
<th>AMP Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM [5]</td>
<td>0.98</td>
<td></td>
<td></td>
<td>AMPer</td>
</tr>
<tr>
<td>HMM [13]</td>
<td>0.88</td>
<td></td>
<td></td>
<td>RANDOM</td>
</tr>
<tr>
<td>ANN [14]</td>
<td>0.60</td>
<td></td>
<td></td>
<td>CAMEL</td>
</tr>
<tr>
<td>DA [15]</td>
<td>0.75</td>
<td>0.74</td>
<td></td>
<td>CAMP</td>
</tr>
<tr>
<td>RF [18]</td>
<td>0.86</td>
<td>0.86</td>
<td></td>
<td>CAMP</td>
</tr>
<tr>
<td>SVM [15]</td>
<td>0.88</td>
<td>0.82</td>
<td></td>
<td>AntiBP2</td>
</tr>
<tr>
<td>SVM [6]</td>
<td></td>
<td>0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANFIS [8]</td>
<td>0.94</td>
<td></td>
<td></td>
<td>APD2</td>
</tr>
<tr>
<td>ANN [8]</td>
<td>0.85</td>
<td></td>
<td></td>
<td>APD2</td>
</tr>
<tr>
<td>SVM [9]</td>
<td>0.80</td>
<td></td>
<td></td>
<td>APD2</td>
</tr>
<tr>
<td>FKNN [16]</td>
<td>0.73</td>
<td>0.84</td>
<td></td>
<td>APD2</td>
</tr>
<tr>
<td>BLR [10]</td>
<td>0.78</td>
<td>0.82</td>
<td></td>
<td>APD2</td>
</tr>
<tr>
<td>BLR [11]</td>
<td>0.79</td>
<td>0.82</td>
<td></td>
<td>CAMP</td>
</tr>
</tbody>
</table>

fact that different parts of an AMP sequence may be used for different purposes. Flexible termini may be important to disrupt membranes, and specific hydrophobic regions may serve as anchors to initiate interactions [17]. Based on this biophysical insight, what makes an AMP a potent antimicrobial is probably not just an average hydrophobicity score or the presence of some specific sequence motifs. Therefore, we propose here features that capture the contribution from different parts of a peptide sequence and serve as complex but transparent descriptors of antibacterial activity. We are additionally motivated by our recent work on DNA, where features able to capture distal information about a genetic sequence seem more effective at various recognition problems on DNA [18], [19].

In essence, in this paper we attempt to uncover the underlying “grammar” of AMPs. The gist of the idea is to allow the construction of non-trivial features beyond composition-based ones. In the latter, the only description of a sequence is in the form “it contains these many counts of this \( k \)-mer or motif” (where \( k \) is the number of consecutive amino acids recorded in a motif). By using motifs as a foundational building block, we design here complex features as boolean combinations through the usage of the operators \{AND, OR, NOT\}. This allows for a grammar-based process (founded upon predicate logic) of feature construction. Motifs and sequence positions play the role of terminals, while boolean operators and other powerful constructs play the role of non-terminals. The representation of such features allows for using an evolutionary algorithm based on Genetic Programming to explore the potentially vast space of such complex features in search of those that discriminate between AMPs and non-AMPs in a supervised classification setting. We name this algorithm EFC for Evolutionary Feature Construction.

We note that evolutionary algorithms, such as the EFC algorithm proposed here, are particularly effective at searching large feature spaces and in the process putting together complex features. If one were to approach this process through other generative models, such as HMMs, the explosion in the number of states and transitions between states would make the HMM unwieldy and its training very difficult, given the scarcity of characterized AMPs.

The method we propose in this paper follows the EFC algorithm with the fast correlation-based filter selection (FCBF) algorithm. We use FCBF here, first presented in [20], to reduce a constructed feature set to a smaller informative one with low redundancy, which is a desired feature when faced with scarce positive instances. The two algorithms are combined in what we refer to as our EFC-FCBF method. A thorough list of experiments show that the EFC-FCBF features offer significant improvements in AMP recognition over the state of the art. Our testing of these features is performed in the context of supervised classification via LR. More importantly, the features provide intuitive summarizations of AMP activity at the sequence level that can additionally allow for informative design or modification of novel AMPs in the wet laboratory. All code, data, results, and analysis accompanying this paper are provided online at: http://cs.gmu.edu/~ashehu/?q=OurTools. We now proceed with details on the EFC-FCBF method for feature construction and selection.

II. METHODS

We first describe the reduced alphabet we employ to represent a peptide sequence. We then summarize the EFC algorithm used to construct features and the FCBF algorithm used to obtain a reduced feature set. Finally, we proceed to describe our validation of such features in the context of supervised binary classification via LR and the performance measurements employed.

A. Reduced Alphabet For a Peptide Sequence

EFC builds complex features over motifs or \( k \)-mers drawn from a peptide sequence. If the \( k \)-mers are drawn from a sequence represented by a 20-letter alphabet to designate the 20 standard amino acids, the feature space can be prohibitively large. Even when keeping track of \( k \)-mers only, \( 20^k \) features can be constructed. Building more complex features by stacking boolean operators on \( k \)-mers results in a combinatorial explosion of the size of the feature space. In order to reduce the size of this space, we employ a reduced alphabet to represent peptide sequences. As a first step in this paper, we make use of the GBMR4 alphabet of only 4 letters, originally proposed in [21] for protein fold assignments.
While any 4 unique letters can be selected for the GBMR4 alphabet, we choose to employ A, C, G, T. Table II shows the mapping between the letters in this alphabet to the standard amino acids.

Table II: The mapping from the four letters in the alphabet employed here to the standard amino acids.

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>Mapping</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADKRE</td>
<td>A</td>
<td>Trends small and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>for special turns</td>
</tr>
<tr>
<td>RNTSQ</td>
<td>C</td>
<td>Non-polar</td>
</tr>
<tr>
<td>CFLI</td>
<td>G</td>
<td>Flexible</td>
</tr>
<tr>
<td>VMYWH</td>
<td>T</td>
<td>Rigid</td>
</tr>
</tbody>
</table>

B. Evolutionary Feature Construction

We summarize here the main ingredients of the EFC algorithm employed for feature construction, directing the reader where needed to [18] for further details.

EFC is an evolutionary algorithm (EA) originally presented in [18] for DNA sequence analysis. The algorithm makes use of a generalized representation of sequence-based features as Genetic Programming (GP) trees. The leaf nodes are \( k \)-mers over the GBMR4 alphabet. Here we limit \( k \) between 1 and 8. Operators are used to combine these building blocks into more complex features. Four operators are employed: \( \text{matchesAtPosition} \), \( \text{matchesAtPositionWithShift} \), \( \text{matchesCorrelatingPosition} \). This allows for building compositional features (which capture only the presence of a motif anywhere in a sequence), positional features (which capture the presence of a motif at a specific sequence position), position-shifted features (that provide a tolerance upstream and downstream for positional features) and correlated features (which match a position-shifted feature upstream or downstream from another motif), respectively. Boolean operators (AND, OR, NOT) additionally enable the construction of more complex features as illustrated in Figure 1.

EFC makes use of the concept of a population, which is a set of feature trees that evolve over a fixed number of generations. The initial population of \( N \) features is carefully constructed to contain a variety of tree shapes with maximum depth \( D \). Rather than keep a fixed population size over each generation, EFC uses an implosion mechanism, reducing the population size by \( r \% \) over the previous generation to avoid convergence pitfalls. The top (fittest) \( \ell \) features of each generation are copied into a “hall of fame” set. The hall of fame contributes \( m \) features, drawn at random, to serve as parents in the next generation.

The parents are subjected to reproductive operators to obtain child features in a generation. As in [18], both mutation and crossover are employed. The mutation operator is performed with probability \( p \), whereas crossover with probability \( 1 - p \). Bloat, or the growth of overly-complex aggregate features through reproductive operators which do not provide additional gains in discriminatory power, is controlled in parent selection as in [18].

Features in a generation are evaluated (and compared) via a fitness function \( \text{Fitness}(f) \). The function makes use of a labeled (training) dataset of AMPs and non-AMPs as in: \( \text{Fitness}(f) = \frac{C_{+,f}}{C_{+,0}} \cdot |C_{+,f} - C_{-,f}| \). Here \( f \) refers to a feature, \( C_{+,f} \) and \( C_{-,f} \) are the number of positive (AMP) and negative (non-AMP) training sequences that contain feature \( f \), respectively, and \( C_{+,0} \) is the total number of positive training sequences. This fitness function tracks the occurrence of a feature only in AMPs, as non-AMPs may not share relevant features. The fitness function penalizes non-discriminating features (those equally found in positive and negative training sequences).

C. Filter-Based Feature Selection

After termination of the EFC algorithm, the features in the hall of fame are submitted to a feature selection algorithm to obtain a smaller set of relevant features. The fast correlation-based filter selection (FCBF) algorithm presented in [20] is employed for this purpose. The algorithm uses the concept of entropy from information theory to maximize the relevance between features and classes while minimizing correlation amongst features. This provides a set of highly-relevant features with low redundancy. The particular implementation used here is the FCBF option from the publicly-available Weka package for machine learning [23].

D. Evaluation of Features and Performance Measurements

Selected features are evaluated in the context of supervised classification through LR. Weka’s implementation of LR is employed with the regularization parameter set to 0.00000001. In this paper, we choose to demonstrate results obtained using LR, as LR provides a smooth probabilistic transition between two classes in addition to controlling for overfitting [24].
The performance of the LR model is evaluated through standard measures in machine learning, such as area under the Receiver Operating Characteristic Curve (auROC) and area under the Precision Recall Curve (auPRC). The latter is a better indicator of performance on imbalanced datasets. Both measurements are based on the notions of TP, FP, TN, and FN, which correspond to the number of true positives, false positives, true negatives, and false negatives. Given a particular confidence threshold, instances predicted with confidence above the threshold can be considered correctly labeled. The true positive rate (TPR = TP/(TP + FN)), also known as specificity, and false negative rate (FNR = FN/(FN+TN)), also known as 1-specificity, are computed as one varies this threshold from 0.0 to 1.0. In an ROC, TPR is plotted as a function of FNR. The auROC is a summary measure that indicates whether prediction performance is close to random (0.5) or perfect (1.0). In addition to detailing specificity (SP) and sensitivity (SN), Matthews Correlation Coefficient MCC is employed in our evaluation of features and is defined as:

$$MCC = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}}$$

In our detailed analysis of features obtained by EFC-FCBF, we employ an information gain (IG) analysis. Briefly, for a given dataset D, with classes ranging from i = 1 to k, entropy I is given by $I(D) = -\sum_{i=1}^{k} P(C_i, D) \cdot \log(P(C_i, D))$. For a feature f taking on values(f) different values in D, the weighted sum of its expected information (over splits of the dataset D according to the different values of f into $D_v$ subsets), with v ranging from 1 to values(f), is given by $Info_f(D) = -\sum_{v=1}^{values(f)} \frac{|D_v|}{|D|} \cdot I(D_v)$. The information gain (IG) for a feature f over a dataset D is then given by $IG(D, f) = I(D) - Info_f(D)$.

III. RESULTS

Implementation Details: All experiments are performed on an Intel Xeon quad-core machine with 3.2 Ghz CPU and 8GB of RAM. EFC is written in Java. Since EFC is stochastic, it is run 30 times per experiment, and average results with standard deviations are reported in this paper. One run of EFC takes about 1 hour of CPU time. The maximum motif length in EFC is set to $k = 8$ in all the EFC runs, as smaller maximal values yielded slightly lower performance. The other parameters in EFC are set as follows: $N = 10,000$, $D = 5$, $r = 10$, $G = 30$, $\ell = 500$, and $m = 100$. The mutation and crossover operators are performed with probability 0.3 and 0.7, respectively. Weka is used to apply FCBF to EFC-obtained features in the hall of fame and select a subset of 40 features after an EFC run. The method is run with `numToSelect=−1` and using the `SymmetricalUncertAttributeSetEval` option. FCBF typically takes 5—10 minutes of CPU time. The final predictive model is then built using LR, which is also available in Weka.

Experimental Setting: We conduct a comparative performance analysis in two distinct experimental settings. The first demonstrates the advantage of employing complex features (capable of capturing both local and distal relationships in a peptide sequence) as opposed to simple composition-based features. Superior performance is demonstrated in the context of 10-fold cross-validation on a benchmark dataset. In the second experimental setting, we use a different training and testing benchmark dataset and compare our EFC-FCBF method to several other publicly-available methods for AMP recognition. After demonstrating comparable performance to some of the top performers, we demonstrate how our results can be further improved by combining our sequence-based features with physicochemical ones. This specific setting demonstrates how a wet laboratory researcher could combine our sequence-based features with their additional domain-specific knowledge of AMPs to generate even better predictive models. We conclude this section by examining the biological relevance of the top 10 features obtained by our EFC-FCBF method and providing the first steps into possible employment of the complex features proposed here for discriminating among different mechanisms of action.

A. Comparison of EFC-FCBF with k-mer SVM

Dataset: We employ here the benchmark dataset provided by Fernandes in [8], which contains 115 AMP and 116 non-AMP sequences. Due to its small size, we evaluate performance in the context of cross-validation. In this dataset, sequences range from 10 to 100 amino acids. AMPs share $\leq 50\%$ sequence identity, are from a variety of AMP classes, and are all selected from the APD2 database [25]. The set of non-AMPs has the same sequence identity and length cutoffs applied, but members are sampled from the Protein Data Bank (PDB) [26]. Further screening is used to restrict samples to intracellular proteins. Details can be found in [8].

Experimental Setup: All peptides in the training dataset are first converted to the GBMR4 alphabet. Our EFC-FCBF method is compared on this dataset to k-mer SVM. The latter is freely available at the Rütsch Lab Galaxy Server (https://galaxy.chio.mskcc.org) under the “SVM Toolbox.” We use the spectrum kernel, together with other default settings, except for the number of cross-validations, which we set to 10. We run the k-mer SVM method with different values of $k$ between 5-8.

The EFC-FCBF method is applied using a maximal motif length of $k = 8$ (other parameters are set to the values listed above). Peptide sequences are represented as binary feature vectors of 40 dimensions (with a 0 denoting the absence and 1 the presence of a particular feature in a sequence; 40 corresponds to the 40 features selected by FCBF). The
LR implementation from Weka is used to train and apply the final predictive model. The entire process of running EFC to obtain a hall of fame, running FCBF to select 40 features from it, and then building an LR model is repeated 30 times (given that EFC is stochastic) to obtain average performance results. We note the features selected in each run remain relatively consistent in rank, with the top 10 not changing across runs. As validation is performed using 10-fold cross-validation, the 30 runs of EFC-FCBF are applied to each fold separately.

**Performance Comparison:** Performance is reported in Table III in terms of SN, SP, MCC, auROC, and auPRC. Average values are reported for EFC-FCBF, with standard deviations shown in parentheses. The results in Table III show that EFC-FCBF clearly outperforms k-mer SVM on all the performance measurements. In particular, an improvement of more than 14% is obtained on auROC and auPRC. These results suggest that the quality of the features obtained by EFC-FCBF is much higher than that of (compositional) spectrum k-mer features. Combining distal information affords higher classification performance.

### B. Comparison of EFC-FCBF with other Servers

**Dataset:** A more recent benchmark dataset is provided by Xiao in [16]. This contains 770 AMPs and 2405 non-AMPs in the training dataset and 920 AMPs and 920 non-AMPs in the testing dataset. The negative examples are selected from the UniProt database [27]. The selection ensures that pairwise sequence identity amongst selected non-AMPs is limited to < 40\%. UniProt keywords are used to limit the cellular location of selected non-AMPs to the cytoplasm; effectively, removing extracellular peptides. Additional details can be found in [16].

**Experimental Setup:** Performance of EFC-FCBF is measured on the Xiao testing dataset to four methods (SVM, RF, ANN, and DA) provided as part of the CAMP AMP-Prediction Server Release 2 [15] (available at: http://www.camp.bicnrri.res.in/predict) and to one other method, iAMP-2L, provided through Xiao’s own server at: http://www.jci-bioinfo.cn/iAMP-2L. Since neither CAMP nor iAMP-2L are trained for peptides encoded in the GBMR4 alphabet, the testing set submitted to these methods is left in the standard 20-letter amino acid alphabet. EFC-FCBF uses the GBMR4 alphabet encoding.

**Performance Comparison:** Performance is reported in Table IV in terms of SN, SP, MCC, auROC, and auPRC. Average values are reported for EFC-FCBF over 30 runs, with standard deviations shown in parentheses. For methods which provide continuous prediction values, we report auPRC. Otherwise, “NA” is shown, when methods only report a binary (AMP or non-AMP) prediction. The results in rows 2–7 in Table IV show that EFC-FCBF outperforms all the learned models provided by the CAMP AMP-Prediction Server on the Xiao testing dataset for most of the performance measurements, including MCC, auROC, and auPRC. This is not surprising, as the features employed by these models are a mixture of compositional and physicochemical ones and do not encode distal information. The comparison with the iAMP-2L server shows that EFC-FCBF on its own remains competitive but only performs better on the auROC measurement. It is important to note that the features employed by the iAMP-2L server combine correlational pseudo-amino acid counts with a fuzzy logic-based algorithm, which explains the closer performance to EFC-FCBF.

Better performance is obtained by our method when physicochemical features are added to the pool of sequence-based ones prior to feature selection by FCBF. The physicochemical features consist of 8 whole peptide features and 299 peptide-averaged ones. The 8 whole-peptide features originally proposed in [7], have been previously used to train machine learning models and have been shown effective in AMP recognition [7], [8], [10], [11]. The other 299 peptide-averaged features capture information, such as average peptide hydrophobicity, and other physicochemical information across 299 amino acid attributes extracted from the AAIndex database [28] (the database documents 544 attributes, but only 299 remain when removing attributes with more than 80% correlation). These latter features have also been used to classify AMPs through SVM [9].

We designate this setup, when the 307 physicochemical features are included with sequence-based ones prior to feature selection, as “EFC+307-FCBF” and show its performance in row 8 of Table IV. Better performance is obtained by EFC+307-FCBF over iAMP-2L overall, including in performance measurements, such as auROC. ROC curves drawn in Figure 2 additionally show EFC+307-FCBF and iAMP-2L to be the top two performers. These results demonstrate that there is some orthogonal information in physicochemical features not captured directly in sequence-based ones (possibly lost due to the reduced alphabet), and the best performance can be obtained when combining both.

### C. Information Gain Analysis

We now provide a more detailed analysis of the top 10 features consistently selected by FCBF over 30 different halls of fame (independent runs of EFC, where constructed features are evaluated over the Xiao training dataset, adding the physicochemical features prior to feature selection). Table V shows the information gain (IG) of these features over the Xiao testing dataset.

Features with rank 2 and 6 in Table V reproduce discovery made by computational and wet laboratory studies [7], [8], [17]. Charge (the feature with rank 2) is considered to be important for attracting AMPs toward their target bacterial membranes [17], [30]. It is also thought that aggregation of peptides at the membrane surface (captured in the feature with rank 6) may contribute to many of the pore-forming
Table III: Performance comparison on 10-fold cross-validation between EFC-FCBF and k-mer SVM on various performance measurements. Bold font is used to highlight higher performance by EFC-FCBF.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sens. (%)</th>
<th>Spec. (%)</th>
<th>MCC</th>
<th>auROC</th>
<th>auPRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-kmer-SVM</td>
<td>75.7</td>
<td>75.0</td>
<td>0.54</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td>6-kmer-SVM</td>
<td>74.8</td>
<td>74.1</td>
<td>0.46</td>
<td>0.79</td>
<td>0.79</td>
</tr>
<tr>
<td>7-kmer-SVM</td>
<td>73.0</td>
<td>72.4</td>
<td>0.40</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>8-kmer-SVM</td>
<td>73.0</td>
<td>72.4</td>
<td>0.36</td>
<td>0.72</td>
<td>0.70</td>
</tr>
<tr>
<td>EFC-FCBF</td>
<td>87.1 (0.11)</td>
<td>87.2 (0.12)</td>
<td>0.76 (0.01)</td>
<td>0.95 (0.40)</td>
<td>0.94 (0.30)</td>
</tr>
</tbody>
</table>

Table IV: Performance comparison on the Xiao testing dataset between EFC-FCBF and various methods available online as prediction servers for AMPs. Bold font is used to highlight highest performance on a specific metric.

<table>
<thead>
<tr>
<th>Method</th>
<th>Sens. (%)</th>
<th>Spec. (%)</th>
<th>MCC</th>
<th>auROC</th>
<th>auPRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAMP SVM</td>
<td>95.8</td>
<td>39.8</td>
<td>0.43</td>
<td>0.64</td>
<td>0.53</td>
</tr>
<tr>
<td>CAMP RF</td>
<td>97.1</td>
<td>33.5</td>
<td>0.40</td>
<td>0.73</td>
<td>0.76</td>
</tr>
<tr>
<td>CAMP ANN</td>
<td>89.1</td>
<td>70.9</td>
<td>0.61</td>
<td>0.80</td>
<td>NA</td>
</tr>
<tr>
<td>CAMP DA</td>
<td>94.1</td>
<td>49.5</td>
<td>0.49</td>
<td>0.81</td>
<td>0.76</td>
</tr>
<tr>
<td>iAMP-2L</td>
<td>97.7</td>
<td>92.0</td>
<td>0.90</td>
<td>0.95</td>
<td>NA</td>
</tr>
<tr>
<td>EFC-FCBF</td>
<td>92.1 (0.70)</td>
<td>90.0 (2.30)</td>
<td>0.73 (0.07)</td>
<td>0.96 (0.30)</td>
<td>0.95 (0.12)</td>
</tr>
<tr>
<td>EFC+307-FCBF</td>
<td>92.4 (1.10)</td>
<td>96.1 (0.20)</td>
<td>0.86 (0.02)</td>
<td>0.98 (0.20)</td>
<td>0.98 (0.50)</td>
</tr>
</tbody>
</table>

Figure 2: ROC curves on the Xiao testing set. Here, “Our Method” refers to the combined EFC+307-FCBF features described in Section III-B. Curves are plotted using actual predictions for methods that provide them. Since the CAMP ANN and iAMP-2L methods only provide binary predictions, their curves are generated using the ROCR package [29]. Area under the curves are reported for each method in the 5th column of Table IV.

The ability of helical AMPs [31]. As a major portion of AMPs in both the training and testing sets are helical, it is not surprising that many helix-related features such as those with rank 3, 9 and 10 are also selected in the top 10.

Sequence-based features constructed by EFC, indicated by an “EFC” prefix in Table V, provide novel information. Three of such features in the top 10 are Position-Shift features, which essentially capture the presence of a specific sequence motif at a specific position, with some tolerance. Features with rank 1 and 7 capture the C-termini of AMPs. It is interesting to note that the position of the motifs captured in these features indicate the characteristic length of AMPs in the training dataset (where average peptide length was 32 amino acids).

More importantly, the feature with rank 1 captures a consecutive segment of flexible amino acids followed by a small amino acid found in special turns. Such a feature, found on the C-terminus, may capture an important biological signal that AMPs use to form pores as they attack the membrane surface [17], [32]. The feature with rank 7 captures a non-polar or aromatic amino acid followed by a small amino acid towards the C-terminus. The rank 5 feature captures the same but for longer AMPs, possibly pointing to a biological signal important for the mechanism of action in certain AMPs.

D. Distal Features and Mechanism of Action

The ability of EFC-obtained features to capture interesting biological signals, thus providing transparent summarizations of antibacterial activity, is further investigated here. In particular, we explore the possibility that these features can capture more than baseline antibacterial activity and can perhaps be employed to predict the specific mechanism of action. A simple proof-of-concept demonstration is pursued here, leaving the training of mechanism-specific models to future work.

The 5 most populous classes of AMPs present in the Xiao testing dataset are recorded. In order of population, these are brevinins, bacteriocins, temporins, esculentins, and cathelicidins. The rest of the Xiao dataset is grouped into an “Other” class. For a given EFC-obtained feature that is consistently selected by FCBF, the percentage of sequences within an AMP class where the feature is found present is recorded. Figure 3 shows such percentages in a stacked bar...
Table V: The top 10 EFC+307-FCBF features are ranked here by their information gain, shown on column 2. The source of the feature is shown in column 3, and a description of the feature is provided in column 4.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Info. Gain</th>
<th>Feature Source</th>
<th>Feature Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1965</td>
<td>EFC: Position-Shift</td>
<td>GGGGA at position 37 ± 3</td>
</tr>
<tr>
<td>2</td>
<td>0.1956</td>
<td>AAIndex: FAUJ800112</td>
<td>Negative charge [33]</td>
</tr>
<tr>
<td>3</td>
<td>0.1438</td>
<td>AAIndex: FINA910104</td>
<td>Contribution to helix termination [34]</td>
</tr>
<tr>
<td>4</td>
<td>0.1361</td>
<td>AAIndex: YUTK870103</td>
<td>Activation Gibbs energy at pH 7.0 [35]</td>
</tr>
<tr>
<td>5</td>
<td>0.1201</td>
<td>EFC: Position-Shift</td>
<td>CA at position 54 ± 3</td>
</tr>
<tr>
<td>6</td>
<td>0.1161</td>
<td>One of 8 features from [7]</td>
<td>In vitro peptide aggregation from Tango Server [36]</td>
</tr>
<tr>
<td>7</td>
<td>0.0884</td>
<td>EFC: Position-Shift</td>
<td>CA at position 27 ± 3</td>
</tr>
<tr>
<td>8</td>
<td>0.0882</td>
<td>EFC: Global Motif</td>
<td>CCCG at any position</td>
</tr>
<tr>
<td>9</td>
<td>0.0812</td>
<td>AAIndex: GEOR030101</td>
<td>Helix linker propensity [37]</td>
</tr>
<tr>
<td>10</td>
<td>0.0663</td>
<td>AAIndex: AURR980118</td>
<td>Normalized residue freq. at C∗ helix termini [38]</td>
</tr>
</tbody>
</table>

A detailed analysis shows that our top features reproduce existing knowledge on important biological signals for AMP activity, as well as advance knowledge by capturing new biological signals. A further proof-of-concept demonstration shows that these signals may allow for capturing more than just a baseline antibacterial activity. Indeed, the exclusive presence of such signals in specific AMP classes points to the possibility of using the complex sequence-based features constructed here by EFC to recognize mechanism of action. This particular direction, which we are currently investigating, may assist wet laboratory researchers interested in directing the design or modification of novel peptides toward AMPs already known effective against a particular class or species of target bacteria. Other directions of research we are pursuing include the investigation of more refined alphabets to gage the level of detail needed to obtain more powerful summarizations of AMP activity.

We make all code and data related in this paper freely available online. The full list of selected features is also available online, at: http://cs.gmu.edu/~ashehu/?q=OurTools.

IV. CONCLUSION

In this paper we have proposed a new method, EFC-FCBF, for deducing complex, yet easily interpretable, sequence-based features for AMP recognition. We employ an evolutionary feature construction algorithm to generate novel sequence-based features capable of encoding the presence of distal motifs within an AMP sequence. We select highly informative yet non-redundant features using the fast correlation-based filter selection algorithm. We use logistic regression to evaluate these features in the context of supervised classification. Our results show that the computed features are highly informative and discriminating. Detailed comparisons with other methods show EFC-FCBF to be among the top performers. We demonstrate that there is orthogonal information in physicochemical features. Including them for selection by FCBF improves the performance of our method. This illustrates how a wet laboratory researcher can combine our sequence-based features with domain-specific knowledge of AMPs to generate better predictive models.

A detailed analysis shows that our top features reproduce existing knowledge on important biological signals for AMP activity, as well as advance knowledge by capturing new biological signals. A further proof-of-concept demonstration shows that these signals may allow for capturing more than just a baseline antibacterial activity. Indeed, the exclusive presence of such signals in specific AMP classes points to the possibility of using the complex sequence-based features constructed here by EFC to recognize mechanism of action. This particular direction, which we are currently investigating, may assist wet laboratory researchers interested in directing the design or modification of novel peptides toward AMPs already known effective against a particular class or species of target bacteria. Other directions of research we are pursuing include the investigation of more refined alphabets to gage the level of detail needed to obtain more powerful summarizations of AMP activity.

We make all code and data related in this paper freely available online. The full list of selected features is also available online, at: http://cs.gmu.edu/~ashehu/?q=OurTools.
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Figure 3: The stacked bar graph shows the percentage of sequences within an AMP class where an EFC-generated feature was found present. This is done for 10 representative FCBF-selected features (shown on the x axis) using the 5 most populous AMP classes in the Xiao testing dataset (actual populations are shown in parentheses in the legend). Different colors are used to track the different classes. A sixth class groups together all other peptides in the Xiao testing dataset. The cumulative occurrence is shown for a feature on the y axis, which may exceed 100% over all the 6 classes shown here.


