= Finding groups of similar objects in data
w Clostering people with similar characieristics

= Clastering nebwark everits
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= Data exploration
= {ur capacity to collect data has cotstripped cur capacity io understand /
ingerpret the data
= Chicken and cgg problem with rew data

o Dot know whal you are iocking Jor undl peu sndantard the dats
= Cm'tandendarnd det unedl yoo hruw'llrh.:]l:un!'hth;h

+ Easber bo fird patterns in growps of abjects than in single objects

= A5 data grows bigges, but human brain remains fived, must present experts
with less raw;, ore processed data

«  Pooused search ard data amahysis
= it lfuery | appreaimote | et s,

= Efficient transenission, presentation, summeasnieatan

= Disadvantages:

« user in the loop

= manually engineer distance metric
* time consuming

= requires significant expertise

» final clustering often sub-optimal




. Autcenatically gererate mary different clusterings
Chprter clusterings to arganize mmuts

. Present user with arganized meta clustering
Fumnan put of haopr fust sehect best chistesing

+ Honeed o manually engincer distance metnic

Fastir, burtber final chustering far task at b

Pugih as rrrach work as possshle nsquined for chestering from the user ta the
camipater

+ MNake clustering as automatic as possihle
MBare effective dhustering in hands of msers, nos researchers

Find better chusters | clusterings
Firdl buether chusters | chisterings faster

. Simaltanecusly provide maoltiple aiternate views of data
WMieta bevel bl iwsers urdderstared comples data faster

Provide more nabaral user cominol and feedback




l.Generate many good, yet qualitatively
different, base-level clusterings of the same

data

2. Measure the similarity between the base-level
clusterings generated in the first step so that
similar clusterings can be grouped together

3.0rganize the base-level clusterings at a meta
level and present them to the users

» How to generate different clusterings?
» How to measure distance between clusterings?

» How to organize clusterings for user?
« How to combine / merge clusterings?




= Diverse clusterings from K-means minima

« Diverse clusterings from feature weightings

« Diverse clusterings from K-means minima

» K-means is run multiple times with different
initializations, and each local minimum is recorded

« Finding: the space of local minima is small

compared to the space of reasonable clusterings, so
an additional method for generating diverse




« Diverse clusterings from feature weightings
= clustering many times with different random feature
weights allows to find qualitatively different
clusterings using the same clustering algorithm.

« Diverse clusterings from feature weightings

= feature weighting requires a distribution to generate
the random weights

= a Zipf power law distribution is used (empirical
evidence shows that feature importance is Zipf-
distributed in a number of real-world problems)




» Diverse clusterings from feature weightings

« A Zipf distribution describes a range of integer
values from 1 #o some maximum value K
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where i is the integer value and & is the shape

parameter

* Diverse clusterings from feature wei
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+ How o measure distarce between clusierings?
+ Mheassre based on Rand Inclex

+ - Given two clusterings:

A | if points § are j ame in the same duasker in ane chasherirg, but in diffenng
U0 dhasters i the ogher.
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« How to combine / merge clusterings?

= Meta clustering can be performed using any clustering
algorithm that works with pairwise similarity data

= Agglomerative clustering is used
« works with similarity data
«  does ot requine the nser o specify the nomiber of clusters

= mesmiting hierarchy makes navigating the space of chasterings sasier




« Compactness: measures the average pairwise
distance between points in the same cluster
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- Accuracy (using class labels)




» As the o value increases, feature weighting
explores a region of lower compactness

» Some of the most accurate clusterings are

generated when applying feature weighting
with higher o values

« A uniform distribution alone is insufficient to
explore the clustering space

« Although there is correlation between
compactness and accuracy, the correlation is

not perfect.

- Sometimes, the most accurate clusterings are
not the most compact ones.

« PCA yields more diverse clusterings on some
problems, less diverse clusterings on others.
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* For Australia, Bergmark, and Letter, weighting
features yields more diverse clusterings.

« For Covertype, not applying feature weighting
fails to discover the cloud of more accurate
clusterings.

« For Australia, K-means finds more clustering
in the upper left corner (accurate and
compact).




META-LEVEL ACCLOMERATIVE
CLUSTERING

Australia Letter










CONCLUSIONS

* Modest correlation between clustering compactness
and clustering accuracy

= Searching for a single, optimal clustering may be
inappropriate when correct clustering eriteria cannot
be specitied in advance

= Clustering that is good for one criterion may be
suboptimal for another eriterion

« Different clustering may be needed by ditferent users
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