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Abstract— Opportunistic Networks (ONs) are a newly emerg-
ing type of Delay Tolerant Network (DTN) systems that oppor-
tunistically exploit unplanned contacts among nodes to she
information. As with all DTN environments ONs experience
frequent and large delays, and an end-to-end path from the
source to destination may only exist for a brief and unpreditable
period of time. Such network conditions present unique chal
lenges to message routing. In this paper, we present the dgsi
and performance analysis of a novel core-based routing protcol
for ON routing. Under the assumption that messages will have
a delivery time constraint, we then provide a set of analytial
results for rapid modeling and performance evaluation for te
basic performance metrics of message delay, message dealwe
ratio, and buffer occupancy. We have implemented our protool
in ns-2, and our simulation results show that our protocol is quite
effective and our analysis is accurate.

I. INTRODUCTION

when there is a message expiration time associated with
messages. In our analysis, we assume that nodes have no
prior or on-going knowledge of node connectivity or molilit
patterns.

For the analysis of core-assisted routing, we first consider
the simple Direct Transmission routing scheme for DTNSs.
Direct Transmission is a standard DTN technique that reguir
the source to wait until it is in direct contact with the deati
tion before transmitting the message. Based on the analysis
of Direct Transmission scheme, we extend our analysis to
our Direct Transmission Plus Cor®TPC) routing scheme.
Such analytical results can be used for rapidly estimatagid
performance parameters f@N routing using either a pure
Direct Transmission approach DITPC.

As a basic application requirement, message delay has been
the focus of much work for DTNs [7,12,13]. In this work,

Opportunistic Networks@Ns) are a newly emerging type besides providing analytical results for the message delay

of Delay Tolerant Networked(TN) systems that caoppor-

extend our analysis to other important performance metrics

tunistically exploit unplanned contacts between nodes to shasgch as the message delivery ratio and buffer occupancy. For

information. As with all DTN environment®Ns experience
frequent and long lasting partitions [3-5]. In @N an end-

practical applications, we incorporate time constraintshsas
message expiration times in our analysis of abovementioned

to-end path between the source and the destination may opéfformance metrics. For this study we have implemented
exist for a brief and unpredictable period of time. With th®TPC in ns-2, and will show the performance and tradeoffs
increased use of wireless mobile devices, many new netw@kour method.

applications fall into this category, such as wildlife tkamg,

The rest of the paper is organized as follows. Section Il goes

disaster recovery and emergency response systems, aatt sogver some related work. Section Il discus&EC and sec-

based peer-to-peer networks that rely on human mobility.
Our work focuses on the performance analysis afoee-

tion IV provides an analytical model for performance anaslys
of our scheme. Section V describes our experimental results

based approach forON routing. A core is a specially des-Finally, Section VI gives some conclusions and directiaors f
ignated node within théON that has special responsibilitiesfuture work.

within the “Store-Carry-Forward” message transfer payadi

Core nodes simplify network management functions such as

Il. RELATED WORK

multicasting, group membership and network security, by ce  Opportunistic networks are a type of Delay Tolerant Net-

tralizing these activities inside of cores. For instana@-oore

working (DTN), so much relevant related work is motivated

nodes can manage their security associations via interectiby research performed for DTNs. Because of frequent network
with core nodes, rather than relying on pure peer-to-peedrtitions in the DTN environment many traditional routing

approaches.
In this paper we present the performance analysis

techniques for Mobile Ad Hoc Networks will not work prop-
efly [1,5, 10]. This fact has led to recent interest in depéeig

the core-assisted routing scheme for opportunistic nétsvornew approaches for routing in a DTN environment. The basic
Specifically, using existing mobility models we provide amouting paradigm for effective routing in DTNs is to use
analytical model for core-assisted routing scheme and/elerthe Store-Carry-Forward approach, where intermediate nodes

analytical results for fundamental performance metrichsas

keep the messages until new links come up in the path to the

message delay, message delivery ratios, and buffer occigsandestination.



One general class of proposed DTN routing algorithmblem, and deliver them to wired access points. The sensor
assumes some level of knowledge regarding node mobilitpdes are static. FODTPC we assume that all the nodes
and connectivity. For instance, Jain et. al. formulatesfi®&l can be mobile. A message can be delivered to the destination
routing in terms of a directed multi-graph, where more thagither through a core, or by the source itself. Further, tre c
one edge may exist between a pair of nodes [10]. Sunobdes can use flexible message exchange policies amongst
multiple edges exist because there may be more than dhemselves.
distinct physical connections or different network linkayn  In [20] a route planning strategy is introduced using mes-
only be available at different time intervals. By using diffint sage ferries that travel on a trajectory to provide communi-
levels of information regarding connectivity and/or mdigjl cation services. Either the message ferries choose a -trajec
routing decisions can be made at individual nodes. tory to contact nodes, or the nodes can move near to pre-

Although the knowledge about node connectivity is usefdlefined trajectory at a certain time to exchange packets Thi
for making routing decisions, such information may not bscheme requires either prior knowledge or online collatioma
available to the nodes in the network, especially in Oppategarding node mobility information. Tariq et. al. [16] dliss
tunistic Networks where contacts are unpredictable. Undeute design issues for a single ferry based on node mobility
such conditions different routing approaches are necg$sar characteristics, without requiring online collaboratlmetween
effective message delivery. the node and the fernDTPC differs from message ferrying

Recent DTN routing approaches concentrate on tradiirg that the movement of core nodes is not assumed to be
off message complexity versus increasing the likelihood abntrolled.
message delivery. To limit the number of messaaipegle copy Recent work in Opportunistic Routing environments include
routing schemes allow only one copy of the message af3], which tries to balance message replication with emsur
time to be present in the network [13)irect Transmission is  coding, and [4], which deals with content distribution. lone
the simplest form of single copy routing, where each sourtestDTPC focuses directly on developing a high-performing
node keeps its messages until it comes into direct contdlt winessage transfer protocol.
the respective destination nodes. Under this scheme oy onRecently there has been considerable interest in develop-
message transfer is made per delivered message, incuriing analytical models for the performance of DTN routing
minimal message passing. However, in intermittently coschemes. [7,12-14,19]. Much of the work focuses on message
nected networks, such an approach may produce low deliveislay. However, in many cases, we are also interested other
ratios and has an unbounded delivery delay [8]. elements such as message delivery ratio (MDR) and buffer

One way to improve the performance of a single copyccupancies. Further, time constraints such as message exp
approach is to have multiple copies of the same messagéon times need to be addressed in the performance amnalysi
within the network. One policy to implement a multi-copybecause such constraints either occur as an applicatieh lev
scheme is to use flooding. One example is Epidemic Routirggquirement, or as a routing policy [9, 12].

[17]. In Epidemic Routing when a pair of nodes comes into In this work, we present an analytical model for the perfor-
contact the nodes exchange any missing packets. Given knoognce ofDTPC. Our starting point is to assume that nodes
storage space and bandwidth, Epidemic routing can be usetine into contact with other nodes according to the standard
to reliably disseminate data across the network. Howewes, dexponential distributions used in many synthetic mobility
to its large overhead, a flooding scheme such as Epidemiodels. One of the contributions of our analysis is that we
Routing may not be applicable under circumstances wheseesent results for the three basic metrics of message,delay
storage and power supplies are limited. delivery ratio, and buffer occupancy in the presence of time

To address overhead problems caused by flooding, differepnstraints.
forms of controlled flooding have been proposed, including
message expiration times, limiting the number of hops a I1l. THE DTPC PrOTOCOL
message can travel, and using active and passive “curing'This section describes our core-based protocol @
techniques [9, 12]. Controlling the number of copies spifead routing, calledDirect Transmission Plus Core, or DTPC for
a message is also an effective approach for controlled figodishort. As the name implies, we use two types of transfer
for which Spyropoulos et al present Spray and Wait [14]. Ipolicies, either direct delivery between a source node and
this method, a total ofl copies of a message are initiallyits destination, or a message transfer between a source node
spread to other “relay” nodes. If the destination is not burand a core node. As noted in earlier sections a pure Direct
in this phase, each of the nodes carrying a copy of the messagansmission strategy simply means that after generating a
will perform direct transmission. No mobility or connedtiv  message the source waits until it comes into direct contact
information regarding the nodes in the network are assumetth the destination [13]. The main advantage of this scheme
to be known for this scheme to work. AlthoudhTPC also is that it incurs minimum data transfers for message deéiger
uses a limited number of nodes to carry messages only a selt tfas been shown that the message delay in direct transmissi
designated nodes exchange and carry messages in the networking scheme gives the worst-case performance bound for

In the Data MULESs approach proposed in [11] a number ohon-adversarial routing schemes for DTNs [15]. We also
mobile nodes perform random walks to collect packets, buffintroduce two types of source to core transfer policies. We w



discuss the core transfer policies after a general desmipf The second policy is calleBump-to-Core. For Dump-to-Core
DTPC. nodei deletes all its buffered messages after it transmits its

. messages to the core.
A. Mechanisms g

We assume that nodes are synchronized in time on the orBefMessage Transfer Procedure
of seconds. The purpose of time synchronization is to allow The message transfer procedure is invoked by each node
core nodes to delete messages that are expired. If this is hethen theDL-Hello layer reports that an arbitrary node
possible then a standard Time-To-Live mechanism usinghas come into range. THel -Hello layer also reports whether
countdown timer can be used. nodej is a core node or a node core node, along with the value
We also assume as part of its basic data link protocol thaftthe transaction flag. There are three cases to consider:

each node possesses the capability of determining when it Nodei and Nodej are both non-core nodes.In  this

is in range of another node. This portion BTPC is called case both nodes examine their queues and determine if
DL-Hello (for Data-Link Hello) protocol.DL-Hello is easily they have any messages that are pending for the other
by simply adding a module in any wireless datalink protocol  node. They then simply exchange the relevant messages,
to periodically send out a speci@L-Hello message. This or send to the other node that they have no pending

message contains a node’s identifier, a flag set to indicate message. After a transaction acknowledgment both nodes
whether or not the node is a core, and a transaction flag, which then delete any exchange messages.

is described below. « Nodei is a non-core node and nogés a core node.
Nodes are distinguished as either core nodes or non-core |n this case node will send all its messages to node

nodes. As explained in the previous sections, the purpose of ; Node;j uses the sequence number for each message
the core nodes is to reduce the number of message transmis- for duplicate detection. Nodej acknowledges this

sions and buffering requirements, to simplify network ngeta transaction, at which point for the Dump-to-Core policy
ment activities such as security, and to provide the buijdin  node: deletes all its messages. Nogehen sends any
blocks for core-based multicast schemes, etc. Howevethi®r pending messages it has to nade

work we only focus on the the rules and analysis for message, Both nodei and nodej are core nodesn this case both
transfer. nodes exchange message summary lists sortedisby

For DTPC we assume that all nodes want to unicast mes- and sn. Each node then produces a request list for the
sages to other nodes. This is represented as follows: At time messages it does not have. Based on the request list

¢ node: produces a message for a destinatisn The format exchange both nodes will obtain any missing messages,
of this message is and both sides acknowledge a successful transaction.
msg' (dst, sn, t, Ten, payload) During this procedure it is possible that other nodes will

come into contact range to either nodeor node j. We
wheresn is a sequence number used for duplicate detectiqAclude a transaction flag as part of tBé-Hello protocol.
t is the generation timeTy,, is the message timeout valueThis flag is set when message transfers are occurring, as a
and payload contains the actual data. The timeout value igay of preventing a new transfers from taking place. AltHoug
interpreted as meaning that this message is set to expire&t tmore efficient mechanisms are possible that allow conctirren
t + Tsn. The timeout can be used for memory managemetinsfers we have found this to be the simple and effectiye wa
and as a means for an application to signify data freshnegg.streamlining the transfer procedure and not require more
All nodes that generate messages are called source nodes (Bemplex mechanisms due to race conditions. The transaction

core and non-core). flag allows a node to continue to poll the other side to
Each source nodé keeps a list of un-delivered and nondetermine when a transaction is finished.

expiredmsgs’ in a local buffer. When a message times-out a

source node simply deletes the message from its bubfer. V- ANALYSIS OF CORE-ASSISTEDROUTING SCHEME

Hello signifies to theDTPC layer that a node is in range Inthis section, we analyze fundamental performance ngetric

node i and delivers to node the other nodes’ identifier, for Direct Transmission and core-assisted routing schemes

whether or not the other node is a core node, and the valuarafluding Message Delivery Ratio (MDR), Delay of Delivered

the transaction flag. At that point message summaries mighgssages, andBuffer Occupancy. Our starting point is to base

be exchanged according to the message transfer procedwreanalysis on the commonly used synthetic mobility models

described below. of Random Waypoint and Random Direction. In particular, we
One policy issue that must be addressed is what happenassume that the inter-arrival time between successivactnt

the messages in nodé& queue if the newly contacted nodes exponentially distributed. This assumption is suppbtig

is a core. We have defined two types of non-core to cotlee results presented in [7], which shows that nodal inter-

copy policies. The first is calle€opy-to-Core. In this case meeting times are nearly exponentially distributed whangr

nodei does not delete its message queue after it transmitsritgssion ranges are small compared to the network area size.

messages. Using Copy-to-Core a message can be delivelrbis should normally be the case for opportunistic networks

to the destination either by the source node or by a cotdsing empirical observation suggests that Markovian nedel



for routing schemes for such networks can lead to accuratbere P(t < T,) denotes the probability that the destination

performance predictions. Exponentiality of inter-megtimes is reached befor&,, which is given by the CDF of (¢).

is also assumed in other studies for DTN scenarios [14, 16]. Therefore, the expected waiting timg,(T"), of a delivered
In our analysis, we use to denote the rate of inter-meetingmessage can be written as

times, and use\ for message generation rate of each node.

T

Messages are assumed to have a message expiratiorftime, Fy(T) = / tfa(t)dt
beyond which they will be dropped. For simplicity we assume 0 .
that the time taken to execute tid.-Hello protocol is zero, _ gl / ¢ te—tdt
and that the transaction flag is always unset. 1—e T J,

T.

— T
A. Analysis of Direct Transmission Routing Scheme _ Y —te " n l/ T ety
. o . ' —e 1 Te
Direct Transmission is the simplest routing scheme, where 1—e T 7 Jo

the sender waits till it comes into contact with the destorat 1 e Te
to deliver a message. It has the upper bound for message delay = 5 mTw 3

for any non-adversarial mobility-assisted routing sch§¢b®g.
Although not applicable for many scenarios due to largeydela
and low delivery ratios, Direct Transmission can be used as
the basis for performance analysis of other routing appresc This result gives us the expected delay of a message with
including our core-assisted routing scheme. expir_ation time_:Tm w_hen ?he arrival rate of the destination_is
1) Message Delivery Ratio: Provided that node arrival 7- Since relation given in (3_) will be used later, we d_eflr_1e
times are exponentially distributed with a rate f for a ?(fy,tw) as a function a of arrival rate and message expiration
message entering in the queue at time 0 the probability tigpe as follows:
the message is delivered before it is expired can be given in 1 et

the form of CDF as follows: ®(7,t0) = v 1—e e te

4

E[R]=1—¢ T (1) It can be shown that the value df(v,t,) is upper bounded
by min{t,,1/~}, and approachek/~ whent, — cc.
whereT}, is the message expiration time. Here we assume thag) Buffer Occupancy: Given the message generation rate,
no messages are dropped due to buffer overflow. A, and inter-arrival (meeting) rate of nodeg, we can find

2) Delay of Delivered Messages: Given message expirationthe number of nodes in the buffer using a queueing system
time T,,, messages get delivered if the destination is reachewdel with vacations, where the message arrival rate is
within 77, or it will be dropped. From an application’s pointand vacation time is distributed exponentially with a rate o
of view, we are only interested in the expected time that the Since the message transfer time is very small compared
delivered messages spend in the buffer queue before it getsarrival times, we can take the service rate as infinite for
delivered, i.e., the delay of delivered messages, whiclivisng simplification. We assume that no messages are dropped due
by the following theorem. to buffer overflow.

Theorem 1. Given that the node meeting times are exponen- First, we find the expected time that a message spends
tially distributed with a rate ofy, and the message expirationn the buffer, whether it is delivered or dropped due to
time is T, then the expected message delay of deliveregessage expiration. We already obtained the expected delay
messagesF D3, under the Direct Transmission scheme isf delivered messageg&,;(T), in Theorem 1 above. The time,

given as: E.(T), that an expired message spends in buffer is sirfiply
N 1 e T Therefore, the expected timg(7T'), that a message spends in
EDg, = v 1—eTe Ta the buffer is given as follows:
Proof: ET) = (1- G:VTTI‘)Ed(T) +e "B, (T)
Given that the inter-arrival times of nodes are expondgtial - 1—e™= Tye " Te 4 T, e Ts
distributed with a rate of;, the probability of a message being v
delivered to the destination at tinteafter it enters the queue 1=t )
can be given by N v
ft)y=~e™" Given message generation rate &f we can give the

For delivered messages, the probability function given/(~1boexpec.ted r_1um,ber Of_ messages in the buffir, as follows
by using Little's Law:

becomes a conditional probability for the messages that are
delivered: N = XxE(T)

t -t D R
fd(t)zp(gi):rw)zljeem 2) = =)




Combining the results, the expected MDR,D R, under
the 1-core scheme is

7¢Tm
MR, - MDRp+ MDRe | 5, dTee

2 2

2) Message Delay: Following (3), the expected delay,,
of a message directly delivered to the destination is given a

Fig. 1. State Transition Diagram for Single-core Routindié&une 1 e~ ¢Te
Tp = (I)((bij) = g - mzﬂﬂ

) ) ) . delegated to the core is given as
In our analysis of core-assisted routing, we consider the

Copy-to-Core scheme discussed earlier. In this schemen whe T fa(t)P-(H)ED(t)
a non-core nodé&V meets a core nod€, N delegates all of its To = /0 p—Ddt
undelivered packets t@' that it has not previously delegated
to C. Here, f4(t) denotes the probability that the source node meets
Below, we analyze performance metrics under core-assistBg core at time. Under this eventP.(¢) gives the probability
routing scheme where there is only one core node in tHat the message will be delivered adtD(¢) denotes the
system. The state transition diagram for single-core nguti€xpected delay of the message. Since we only consider the
scheme is shown in Figure 1. In this diagram, the stste delivered messages, we use the probability of delivEry, in
denotes the scenario when only the source node has the cop{igfconditional probability given above.
a message, stafe denotes that the message has been delivered’he probability of the message reaching the destination,
to the destination, and stase+ C' denotes that both the sourceeither by the source or by the core, after the message is
and the core have copies of the message. delegated at time is given by
According to the properties of exponential distributidme t
rate at which the source meets either the destination ordiee c

node first is2~. The probability of either of these two even L
happening is equal to 0.5. Further, if the message is detit/e?rhe expected delay;D(t), of the message is given as

P.(t)=1— e~ ¢(Tz—1)

to the core node first, the rate at which the destination meets T, —t
either the source or the core is aBp. We usep = 2 below ED(t) =t+ / zpe” P dz
for simplification. 0
. . . . e~ (To—t) _ — e (Ta—t)
1) Message Delivery Ratio: Similar to the analysis above, _i4Lze $(T: —t)e
the the message delivery ratidf DRp, under the condition ¢

that the message is delivered directly to the destinatiothby

Since we only are only considering delay of delivered
source is given as, following (1), y y g Y

messages, the probability of message delivéty, is equal
MDRp =1 — =T to the message delivery ratio given in Equation (6):
_ — 19T _ —¢T
The message delivery ratid/ DR, under the condition Pp = MDRc =1-¢ oTze
that the message is delivered after it is delegated to the cor taken together, we have

is given as
Ty
re = [T HOROEDW,,
MDRc = fa(t) P (t)dt 0 D
0 Tx (}567(”(1 _ €7¢(T”7t))ED(t) "
T, _ < JED
— ¢€*¢t(1 _ 67¢(Tw7t))dt o 1—e9Te — ¢pT e T

- 3¢Tze*¢Tm _ 26*2¢Tw _ ¢TT6*2¢T1~ _ ¢2T36*¢Tm
d)(l — e ¢Te — d)TIe_d)Tr)

0 _

T,
= / pe " — e~ T dt
0 Since we assume that node movements are i.i.d, the prob-
=1—e T — ¢T, e > (6) ability that the source node meets the destination or the cor
node first is equal. Therefore, the expected message delay
Here fq(t) is the PDF denoting the probability of destinatioynen there is a single cor&D.1, is given by
meeting the core at time and is given byf;(t) = ¢e=?t.
The probability of deliveryp,(t), if the core is met at time Tp +1c )

- ED,, =
is given asP,(t) = (1 — e~ ¢(T=—1)), ! 2




3) Buffer Occupancy: Upon contacting the core node, a
non-core node gives a copy of each message that have n
been delegated to core. The non-core node continues to keep
a delegated message until the destination is reached or the
message is expired. Therefore, the expected buffer occypan
at a non-core node is the same as under the Direct Transmis-
sion scheme, as given in (6). \_D/

To find the buffer occupancy at the core node, we first find
the expected timeET,, that a message spends at the core Fig. 2. State Transition Diagram for Multi-core Routing Sote
node before it is delivered or expired:

(V-2)y (PNAC=D)y | 2AC-Dy N Cy

2y Cy| (C+1)y

T, where F(v,t,) = 1 — e %™ and ED? = ®(i(C + 2 —
ET, — / Fa(OED(t)dt Dy 1),
OTm ] o (Tu—t) We obtain these relations by considering the probabilities
= / ¢67¢t_67'dt with which the system moves to the next nbnstate or
0 v to state D, based on the rate at which the system leaves
Te ol — e~ V(Tx—1) the current state to either of the two states. Expressions fo
= 2ye N ——dt . .
/0 ol the delay of delivered messages and buffer occupancies can
T, T, be obtained in similar manner, but with different levels of
= 2/0 e_wdt—%_ﬂ”/o e tdt complexity. Due to lack of space, we omit these heuristic

| e=2Ts 9e=1Te(] — ¢—Tx) results for delay and buffer occupancies.

v v V. EXPERIMENTAL RESULTS
—_ (]‘ - ei’YTm)Q (8)
- y In this section, we present our simulation study for the

erformance analysis in the previous section for coresgessi
ﬁting approaches under different settings. Our resuieew
&tained from simulation experiments usimg-2 and our
. own code. The goals of the experiments are to validate our
Equatlon.(5). . analytical model, to show the effectiveness of the coréstesh
Assuming the number of non-core nodes in the SyStem (g ing scheme, and to provide insight regarding the chenge

N, the average number of messages in the buffer of the Cote e formance when the number of nodes, number of cores,
EB.1, can be given as follows according to Little's Law: and message expiration times are varied.

Here,ED(t) is the expected time that a message spends at
buffer queue of the core node if it is delegated to the core
time t. It is given asED(t) = (1 — e~ 7(T==1)) /~, following

EB,, = NX BT A. Metrics and Methodology
<2 ¢ : L
N oo All of our experiments use the standard-2 mobile wire-
= W(l —e ) (9) less models, including the default transmission model tvhic
has a250m radio range. We collected statistics for the average
C. Analysis of Multi-core Routing Schemes message delivery rate, the average message delivery dathy,

Since deriving exact analytical results for multi-coreting ~ the buffer occupancy.
schemes under time constraints is difficult, in this work we Theaverage message delivery ratio is the ratio of delivered
give heuristic approximations for performance metricsebasmessages to the number of messages that should have been
on the state transition diagram depicted in Figure 2. In thi¢livered to destination nodes. The average message mjelive
figure, special stat® denotes that the message is deliverd@tio reflects the overall efficiency of the method in delimgr
to the destination. Other states denote the number of messBifsSsSages.
copies for a specific message. The average delivery delay is the average delay of all the
Based on the model presented in Figure 2 and the resiigssages delivered to destinations. The delay of a ddlivere
of simulation studies, we use the following set of recursiv@essage is calculated by subtracting the delivery time by th

relations to obtain reasonable approximations: message generation time.
) We also usebuffer occupancy as a metric to evaluate the
EMDR®(i,t,) %F((N— 1)7,t,) buffer requirements of a specific routing method. For the
. .Z(C +2-1) routing schemes that we consider, buffer occupancy can also
’{(C+ 1 _%)EMDR‘”(z# 1,t, — ED?), i € [1,C] be used as an indirect estir_nate of the number of message
1(C+2—1) transfers under the assumption that the protocol overhead i

EMDR"(i,t,) = F(C+1)y,ts), i=C+1 (10) small.
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B. Experimental Sattings expiration times are changed. As shown in [7], the increase i

The default settings in our simulations are as follows. Eaghe speed of node movement increase node inter-meeting rate
simulation run has 40 nodes in6a00m x 6000m area. Each with the increase in inter-arrival rate, expected messaigyd
node generates a message to another node at random at eyétyeases, gradually approaching an upper bound that can be
250 seconds on average. Nodes announce their presence usifigined wheril,, — co. Analytical results for the delay are
periodicDL-Hello messages in every three seconds. obtained using Equation (7).

The simulations use the random-waypoint (RWP) mobility Changes in buffer occupancy when the message expiration
model. In RWP nodes randomly choose a point in the ar@me is varied are shown in Figure 5 for two different sceosri
and moves towards that destination with an average spegith different node inter-arrival rates. As shown in the figu
uniformly distributed betweem,,;, and v,q.. In our sim- when message expiration times are small, the buffer ocaypan
ulations, default value fow,,;, is 9, andv,,.. is 11. A at the core is lower when the inter-arrival rate is low. This
large defaultv,,;, is chosen to provide a steady state fastés because messages expire before they can be transferred to
[18], although we also experiment with lower values. Pausiee core node, confirming lower message delivery ratios as
time after reaching the destination point is 3 seconds. #dl t shown above. However, when message expiration times are
experiments are run 28 times with random seeds, and the datge, the buffer occupancy for low inter-arrival rate case
points are plotted with 95% confidence intervals. larger than that of higher inter-arrival rate. This is besmthe
messages stay longer when inter-arrival rate is low, irsinga
the number of messages in the buffer.

Figure 3 shows the change in message delivery ratio as thé&igure 6 shows the number of messages at the core node
speed of nodes and the message expiration times change.whien the number of nodes in the system changes. We can see
can observe the the analytical values, which are obtainied usthat the buffer occupancy increase as total number of nodes
Equation (6), closely agree with the experimental values. increases, as given in Equation (9), and that analyticalesl

Figure 4 shows the empirical and analytical values for thegree with experimental results.
delay of delivered message when the node speed and messadgessage delivery ratios when there are one or more core

C. Experimental Results
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