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Abstract—Delay tolerant networks (DTNs) are a class of MANET routing models: rather than transmitting message,
networks that experience frequent and long-duration parttions nodes carry the data around the network by means of their
due to sparse distribution of nodes. The topological impaiments mobility. As a result, knowledge and assumptions regarding

experienced within a DTN pose unique challenges for desigmg - . . .
effective DTN routing protocols. For an important class of node mobility plays an important role in the design and

DTNs nodes depend on their mobility to carry message to the @nalysis of routing schemes for DTNs.
destination. It is therefore essential to understand the imact of In this paper, we study the impact of mobility model on the

commonly-used mobility models on performance analysis of DN performance analysis of routing methods in DTNs. We show
routing schemes. This paper shows how the underlying statisal 1, ynderstanding node mobility characteristics can leaa t

properties of a frequently used mobility model can be used to h .
enhance our understanding of DTN simulation results. Using better understanding of how to do performance analysis. The

these results we also analyze several DTN routing techniqse Mobility model we study is Random Waypoint (RWP). Despite
including direct transmission, Spray and Wait, and a novel ore- some known problems in its early use [12], RWP is still one
assisted routing schemes. of the most widely used mobility models for wireless MANET
simulations.

A number of DTN routing schemes assume prior knowledge
Delay tolerant networks (DTNs) are a class of emergingf node mobility and connectivity, or oracles, to perform
systems that experience frequent and long lasting pamsitiomessage transfers [5][14]. Node contact times and other rel
[3]. In DTNs an end-to-end path between the source and teeant information such as contact durations and bandwidth
destination may only exist for brief and unpredictable pési during a contact are assumed to be known to nodes so
of time. With the increased use of wireless mobile devicethat they can make routing decisions accordingly. Although
many new network applications fall into this category, saeh it is possible for nodes to have prior knowledge of node

wildlife tracking, military networks, and disaster recoy@and mobility in some scenarios, in many real life applicationss
emergency response systems. information may not be readily available. In this work, we
Although routing in general has been studied extensivedyudy routing schemes for the cases where no knowledge about
for Mobile Ad Hoc networks (MANETS), routing in DTNSs future contacts or mobility patterns is available. Undechsu
is a challenging problem. Since an end-to-end path may ratcumstances, nodes perform independent routing desisio
exist, traditional proactive and reactive routing scherf@s when they meet each other according to the routing algorithm
MANETs fail to work. Proactive routing schemes, wheréeing used.
nodes try to keep up to date routing information for other In most of the scenarios, all the nodes are assumed to
nodes, may fail to converge while producing high number dfave the same or similar resource constraints. However, in
periodic update packets. In reactive routing schemes, avh@ome scenarios it is possible to introduce nodes with greate
routing information is obtained on demand, nodes may fail tauffer size and power supply. We call such nodeses or
find a path to the destination. However, this does not meanper nodes. Resource constrained regular nodes can delegate
that the packets cannot be delivered to the destination.t®uesome or all of their packets to super nodes for delivery to the
node mobility, different links come up and down over timedestination. In this paper we also propose the use of core-
enabling nodes to achievaventual delivery through astore- assisted schemes and present the results of an extensivle set
and-forward approach, which uses buffers to hold the messagenulation experiments for Spray and Wait and Core-asbiste
until the next link comes up in the end-to-end path due t@uting approaches under a variety of settings.
node mobility. A necessary condition for this approach to The rest of the paper is structured as follows. Section Il
work is the existence of an end-to-end path between sougmes over related work. Section Il describes the proposed
and destination in a combined connectivity graph formed approaches for multicasting in DTNs. Section IV gives per-
overlapping connectivity graphs over a time interval. formance analysis for direct transmission. Section V dbesr
This routing paradigm differs significantly from traditi@n experimental results of the routing approaches. Finagtin
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VI concludes the paper. to improve delivery performance is to use multiple copies of
the same message within the network. Each copy can take a
different path, thereby increasing the likelihood of detiy as

Because of frequent network partitions many of the moigell as decreasing the delay. A variant of this basic apgroac
traditional routing techniques for MANETs will not workis to allow each copy to be divided into multiple chunks using
properly [2], [3], [5]. This fact has led to recent interest itechniques such as erasure coding [11]. These approaches
developing new approaches for routing in a DTN environmerallow multiple messages to be reconstructed at the deistinat
Here we review some of this work. One policy to implement a multi-copy scheme is to use

The basic routing paradigm for effective routing in DTNsiimple flooding. However, due to frequent network partision
is to use thestore-and-forward approach, where intermediateand excessive overhead a better approach is to use Epidemic
nodes keep the messages until new links come up in the pashting [10]. In Epidemic routing when a pair of nodes comes
to the destination. One general class of proposed DTN rgutiimto contact the nodes exchange any missing packets. Given
algorithms assumes some level of knowledge regarding nasitough storage space, Epidemic routing can be used tolyeliab
mobility and connectivity. disseminate data across the network. By keeping a history of

Jain et. al. formulates the DTN routing in terms of a directggast encounters, nodes can reduce the overhead of Epidemic
multi-graph, where more than one edge may exist betweemoating [6]. However, due to its large overhead, a flooding
pair of nodes [5]. Such multiple edges exist because theye ns@hemes such as Epidemic routing may not be applicable under
be more than one distinct physical connections or differesirfcumstances where storage and power supplies are limited
network links may only be available at different time int&ls:  In this work, we propose to use the core-assisted routingias a
By using different levels of information regarding conneity ~ alternative scheme under resource scenarios where moss$ nod
and/or mobility, routing decisions can be made at individuare resource constrained.
nodes. However, in many cases no such information may bero address overhead problems in flooding, different forms
known to the nodes in the network. Under such conditions, dif controlled flooding have been proposed. For instance,
ferent routing approaches are necessary for effectiveagessspyropoulos et. al. present Spray and Wait [9]. In this métho
delivery. a total of L copies of a message are initially spread to other

In the Data Mule approach proposed in [7] a numberrelay” nodes. If the destination is not found in this phasach
of mobiles nodes perform random walks to collect packetgf the nodes carrying a copy of the message will perform direc
buffer them, and deliver them to wired access points. Zha@ansmission. In essence, Spray and Wait is a type of cdexdrol
'04 introduce a route planning strategy using messageeferrfiood. No mobility or connectivity information regardingeth
that travel on a trajectory to provide communication sewic nodes in the network are assumed to be known for this scheme
[13]. Either the message ferries choose a trajectory toaodntto work. Mathematical analysis and experimental results fo
nodes, or the nodes can move near to pre-defined trajectghy delay characteristics of Spray and Wait are given in [9].
at a certain time to exchange packets. This type of worK this work, we extend the performance evaluation of Spray
assumes some level of knowledge regarding node mobility agfld Wait through simulation to include delivery ratio, dela
connectivity. and buffer occupancy.

Other recent DTN routing approaches concentrate on trad-gjnce many DTN routing schemes rely on node mobility to
ing off message complexity versus increasing the likelthoqransfer messages and since much current performance analy
of message delivery. To limit the number of messagegle sjs depends upon the particular mobility model employeis, it
copy routing schemes allow only one copy of the message ghhly desirable to better understand the statistical @rtgs
a time to be present in the networRirect transmission is 3 model’s node inter-arrival meeting times. However, there
the simplest form of single copy routing, where each sourggen little work regarding this subject. With regard to thie

node keeps its messages until it comes into direct contdbt Widdress the effect of mobility models on DTN routing schemes
the respective destination nodes. Under this scheme omy R this paper.

message transfer is made per delivered message, incurring

minimal message passing. However, in intermittently con- IIl. ROUTING IN DTNS

nected networks, such an approach may produce low delivery

ratios and has an unbounded delivery delay [4]. An improvedIn principle DTN routing can involve either a single-copy

scheme igandomized routing. In randomized routing, a nodeor multi-copy approach. Single-copy approaches try to cedu

A hands over a message another ndslewith probability buffer usage and the number of message transfers, butsuffer

p > 0. However, the progress of the message towards tfrem large delays and low delivery ratios. Multi-copy schesn

destination can be marginal unless contact information dm the other hand, achieves lower delays and higher delivery

utilized to make routing decisions, as utility-based routing ratio at the cost of buffer space and more message transfers.

or other hybrid approaches [8]. This section first presents some background information on
Generally, single copy schemes are more efficient in terrdsect transmission as a simple example of single-copyimgut

of reducing traffic overhead. However, message deliveiggsat We then describe Spray and Wait and Epidemic routing, both

are normally lower while delivery delays are high. One wagf which are examples of multi-copy routing. Finally we

IIl. RELATED WORK



propose the use of speciabre based nodes as a method toapproach will give the optimal performance. Basically, in

improve performance. binary spray source node give half of the copies of a message

to the new relay, and keeps the rest to itself. The source and

relays continue in this way until there is only one copy left.
Direct transmission is the simplest single-copy routing

scheme: after generating a message, the source waits tunt.i Core-aided Routing

comes into contact with the destination. The message dglive
ge dg Some DTN systems, such as sensor networks, may have

delay for this scheme is unbounded [4]. The main advantargee ; .
. . . L source constrained nodes. We propose to address thés issu
of this scheme is that it incurs minimum data transfers for

S . i y assuming that some nodes are not resource constrained,
message deliveries. It also provides a base case for evgjua :
. and to designate these nodes as@® nodes. When regular
other routing methods. : .
nodes come into contact with core nodes, they can delegate
B. Epidemic Routing all or some of their packets to the core node.
n)(\/hen nodes meet these core nodes, there are several
ssible policies. We say that regular nodes can either use
“copy-to-core” or a “dump-to-core” approach. In the copy
scheme regular nodes give copies of their messages to the cor

casting packets may not achieve the goal of reaching as m keep them. This will increase the number of message

nodes as possible due to network partitions. In such a ct)ntegéi rers, tgeT_eby red_ucwl]fg r:he message dr(]elay and mcgaaséln
an Epidemic routing approach outperforms flooding [10]. message delivery ratio. If there are more than one core nodes

When two nodes come into contact. each node will e>iJ] the system, they can further exchange their packetsaimil

change message information to see if there are any messa{ elgp|dem|c routing, as they are not constrained in terms of

that the other node has that it has not received. Messdga°"' c©*:
indexes are sent as a summary vector. After such pair-wisd" the dump scheme they delete the messages delegated to

exchange of messages, each node will get all the messatjscOre: This can be helpful in environments where buffer
carried by the other node that it has not received by far-0'29€ fo_r most nOd?S is very stringent. O'ne potential dr'aw
This means that as long as buffer space is available, mB&CK (O this approachis a possible increase in messagedeliv

sages spread like an epidemic disease among nodes thraifgdy- This is because only the core node carries messages,
“infection”. thereby decreasing the chance of contacting destinatidesno

To determine which packets have been previously sedh @ Short time.
there must a globally unique message ID. We can use of a tuple
(source_id, sequence_number) wheresource_id is the id of

the sending node angquence-number is @ unique sequence  ynder DTN routing schemes, rather than transmitting mes-
number for each message sent by the node. A time limit is usgthe nodes carry the data around the network by means of
as the minimum time span between two exchanges for air mobility. Therefore, knowledge and assumptions rega
given pair of nodes to reduce the number of vector exchangﬁ:ﬁ] node mobility plays an important role in the analysis
For a large number of messages, the summary vector G§Nyouting schemes for DTNs, especially when no prior
become quiet large. To reduce the size of the summary vecig{owledge about node connectivity is assumed. Under such
it may be possible to use compression techniques such ag@umstances, nodes perform independent routing desisio
Bloom Filter [1]. when they meet other nodes according to the current routing

C. Spray and Wait algorithm. - |
Because of such dependence of routing algorithms on the

Although Epidemic routing can achieve high delivery ratiog,qpjity of nodes, we first study the statistical properties
and low delays, it requires that nodes to have sufficientlydla 4o mopility model through simulations. Then we demon-
buffer spaces and can incur large message transfer overhggdie how such information regarding the node mobilityloan
An alternative approach is to control the level of floodin@gs 56 o do performance analysis under DTN routing schemes.
techniques such #pray and Wait [9]. Spray and Wait works Since message transfers only occur when nodes meet each

as follows: L, number of copies are init?al!y spread over th%ther, studying the characteristics of meeting times, @ th
network by the source or o.ther nodesLt«lIlstl_nCt re.lays (spray inter-arrival times of nodes, plays an important role in the
phase). I f[he des_tlnatlon is not found during this phasel e_aanalysis of routing schemes. As a result, we try to study node
node that is carrying a copy of the message performs a d'rﬁ?éeting times and their distribution under our experimlenta

transmission. settings. The mobility model used in our simulations are the

There are different ways to spray messages. For exampi&y,om waypoint mobility model, a common mobility model
the source node can either give a copy to each new n d in simulation for wireless mobile networks.
encountered, or give multiple copies so that the relay nodes

can also perform spraying. [9] shows that thi@mary spray

A. Direct transmission

In terms of message overhead the opposite approach fro
direct transmission is flooding. In a flooding approach eve
node that receives a packet broadcasts it to all of its neighb
However, in intermittently connected networks simply hitoa

IV. MODEL ANALYSIS



sooc0 | EE:;‘::C:;"Mfe‘(:m:g;gfi o ] performanc'e metrics. Below we p'rovide qnaly;is for each _of
: ' these metrics. We assume that inter-arrival times (meeting
times) of mobile nodes are exponentially distributed with a
70000 1 rate of v as shown above, and messages are generated with
sooo | i an average rate of from a uniform distribution.

80000 [, R

50000 | -

A. Message Delivery Ratio

40000 - %, 4

Number of Observations

Provided that node arrival times are exponentially dis-

s0000 ¢ 1 tributed with a rate ofy, for a message entering in the queue
20000 | : at time O the probability that the message is delivered leefor
10000 | , it is expired can be given in the form of CDF as follows:

0 0 5(;00 10;.)00 15‘000 20‘000‘+ ;;5\;;):)‘*#»;6;*007 35000 40;)00 45;300 E[R] = 1 - 6_’YT'T (1)

Meeting Time
whereT, is the message expiration time. Here we assume that

Fig. 1. Histogram of Inter-arrival Times with Curve-fittin
9 g 9 no messages are dropped due to buffer overflow.

B. Delay of Delivered Messages
To understand the characteristics of the node arrival times y g

we record the inter-arrival times of nodes during the simu- Given message expiration tini,, messages get delivered
lation. Figure 1 shows the distribution of inter-arrivangs if the destination is reached withifi,, or it will be dropped.

of nodes by a histogram. Due to its similarity with the expd=rom an application point of view, we are only interested in
nential distribution, we perform a curve-fitting with furm the expected time that the delivered messages spend in the
F(t) = k = ve~7* via coefficientk only. The rate parameter buffer queue before it gets delivered, i.e. the delay ofveetid

v is taken as inverse of the average of inter-arrival timd§€SSages. _ S
observed during simulation. We can see from the graphSince we assume that the inter-arrival times of nodes are

that the observed inter-arrival times fits very closely te thexponentially distributed with a rate of, the probability of
exponential functionf(¢). To verify the goodness of fit, we & message being delivered to the destination at tirafter it
do a Quantile-Quantile (Q-Q) plot of observed inter-afriv€nters the queue can be given by
times and generated exponential variates with the same rate F(t) = ye
Figure 2 shows the linearity of Q-Q plot with a higt? (0.99) 7
value. Similar results are obtained if we change the radioAs we are only interested in delivered messages, the proba-

transmission range or the movement speed of nodes. bility function given above becomes a conditional prokigpil
for the messages that are delivered:
30000 ‘ Pergenulés . ‘ ‘ ‘ * . f (t) e -7t
(x) = 0.995x (R?=0.99) fd(t) - P(t < Tr) - 1_ e—’YTm (2)
25000 o B
; o where P(t < T,) denotes the probability that the destination
2 a0 1 is reached befor&,, which is given by the CDF of (¢).
e e Therefore, the expected waiting time of a delivered message
T s 1 can be written as
E 10000 | N*M# 1 E(T) = / tfa(t)dt
E o 0
R 1 = 7 /Tw te it
1-— G_WT"” 0
0 - : . : ! i it T
' B s otpemenaioaa _ gl —te ) 1 / "o g
L—e T | vy 7 Jo
Fig. 2. Quantile-Quantile Plot L 0
~ —Tpe Tz 1 —e
C l-eh v v
From the observations above we can see that the node - °
inter-arrival times are exponentially distributed. We ubis _ v —Tpe T I 1- ele}
property to analyze performance metrics under the Direct L—e T | 2 72
Transmission routing scheme. We usessage delivery ratio, 1 e T

delay of delivered messages, andbuffer occupancy as the main - v 1—eTe Iz )



given as
o0
no= ) km
k=0

= ) kpo(1—po)*
k=0

Fig. 3. State Transition Diagram for Number of Message inBhéer > >
19 It lag u ge | _ pOZ(k+1)(1_p0)k_pOZ(l_po)k
k=0 k=0
From (3) we can see that the expected delay of delivered - (1—=(1—=po))?
messages will be less thar~, and will approach /v when _ 1 1
T, — oo. In other words, the expected delay is bounded by o
the expected arrival time of the destination node. A )
~
C. Buffer Occupancy The third line is reached by expandikgas (k + 1) — 1, and

first term denotes the expression for the expected value of
egeometric series with a scale factor @f, while the second

m represents the sum of all probabilities £ = 0,1, -- -,

ich is equal to one.

Given the message generation rat@nd inter-arrival (meet-
ing) rate of nodesy, we can find the number of nodes in th
buffer using a queueing system model with vacations, whe
the message arrival rate dsand vacation time is distributed VY - . L "
exponentially with a rate of. Since the message transfer time Intuitively, since the expected arrival time of the destina

is very small compared to expected arrival times, we can taﬂgde IS given Sﬂ/ 7f and the message gter&egat;on rat?,lshe val
the service rate as infinite for simplification. We assume thg@verage number ol messages generated between two arrivals

no messages are dropped due to buffer overflow. IS )‘_* 1/7 = A/y. . . . A,
. . . Given that the inter-arrival times are i.i.d in a system\éf
Figure 3 shows the state transition diagram for the number . S
. . mobile nodes, and the message expiration timé,gfwe can
of messages. Because in steady state the flow-in equals flow- .
X . Ive the expected number of messages in the buffer for each
out for any state, it can be shown from the diagram that fgr

anyk =1,2,--- that the following relationship holds: rode, V" as R
N=2(M-1)(1—e ) (8)
PkA + PEY = Pr—1A v
, . . V. EXPERIMENTAL RESULTS
wherep;, is the probability that there are messages in the

buffer queue. Equivalently, In this section, we present our experimental study for

the performance analysis in the previous section, as well as

A A\ experimental results for the Spray and Wait and Core-&skist
Dk = Pk—1 = Do (—) , k=1,2,--- (4) routing approaches under different settings. Our resuéiseew
Aty Aty obtained from simulation experiments using-2 and our own

Since the sum of all probabilities is 1, we have code.

- - . A. Metrics and Methodology
Zpk = ZPO <L> =1 All of our experiments use the standard-2 mobile wire-
k=0 k=0 Aty less models, including the default transmission model twhic

_ o ) ) ‘has a250m radio range. We collected statistics for the average
Noting that left hand side is a geometric series, we can OiKfessage delivery rate, the average message delivery datiy,

po as follows: the buffer occupancy.
. 3 The average message delivery ratio is the ratio of delivered
s A\ B 1 " 5y Messages to the number of messages that should have been
Po= kz_% <m) 1o = T A +q ®) " delivered to destination nodes. The average message myelive
B K ratio reflects the overall efficiency of the method in delingr
With po known, (4) can now be rewritten as messages. Thaverage delivery delay is the average delay

of all the messages delivered to destinations. The delay of
A \F A a delivered message is calculated by subtracting the dglive
Pr = Po (m) =po(1=po)", k=12 (6) (ime by the message generation time. We also lsféer
occupancy as a metric to evaluate the buffer requirements of
The expected number of messages in the queuean be a specific routing method.



The default settings in our simulations are as follows. Each * Exgerimentl 1

simulation run has 40 nodes in @00m x 6000m area. o7l ]
Each node generates a message to another node at random at )
every 50 seconds on average (the time between two messagé’ | x
generations is chosen randomly and uniformly from 0 to 10€) os | T 1
seconds). .

The simulations use the random-waypoint (RWP) mobilit;zz I |
model. In RWP nodes randomly choose a point in the are?a 0sf 1
and moves towards that destination with an average speed
uniformly distributed betweel,,;, and V.. In our sim-
ulations,V,,.;n 1S 3, Vinae 1S 10. Pause time after reaching the  o:} 1
destination point is 3 seconds.

livery

02 4

Each node has a storage space that can hold 1000 messagesf’. 3000 4000 o s 7000 8000
. . . lessage Expiration Time
Message expiration times are changed between 38000
seconds for performance evaluations. Messages will not be Fig. 4. Message Delivery Ratio

delivered if expired. The simulation time is 175,000 secnd

We run each experiment with a random seed for at least 25

times. All the data points presented are plotted with 956%\'\“9r likelihood of getting delivered, the ones that do get
confidence interval. elivered have a lower delay. We stop message generatem aft

The HELLO messages, which act &eart beat or beacon T: to avoid such errors.
messages, are generated every 3 seconds. Upon receiving a

3500

HELLO message, a node looks to see if there are any Expermertal ——

messages waiting to be delivered to the sender, and, ifsdsse | ]
the messages. Also, if time the passed since RA&LLO .

message has exceeded some thresfig]dit is counted as a 2500 | * ]
new arrival and the time passed since the end last encounger
is recorded as an inter-arrival time. Ideallj};, would be set 2000 ‘ 1
only slightly larger than theZ ELLO interval (3 seconds in
this case). In our simulation environment-2, however, we
have found that setting tHg; smaller than 3.5 seconds would8 ., | ,
steeply increase the inter-arrival rate. We believe thist ith
caused by message delivery jitter, causing a neighboridg no  so 1
to appear a newly arrived node. Although some amount of

jitter is known to exist, a high jitter value of 0.5 second was ° w0 20 oo 7000 2000
unexpected_ Message Expiration Time

es

1500 —

lay of Delivered Me:

. . Fig. 5. Delay of Delivered Messages
B. Message Delivery Ratio
To measure the message delivery ratio, nodes record the
message generations and arrivals. Under normal simulatio
settings, messages generated towards the end of the scmula(S
have a lower chance of getting delivered. Specifically, mive
simulation duratiorTs;,, and message expiration tin¥#&,, a D. Buffer Occupancy
message generated after tifie = 7., — T, has a lower  As opposed to the delivery ratio and delay, nodes should
likelihood of delivery than one generated befdfe. This keep generating messages as usual &fteo get an accurate
will negatively affect the observed delivery ratio. To ascnb observation of the steady state behavior, since stoppirgs me
for this, nodes stop generating messages after fimebut sage generation will lower the observed buffer occupanag th
continue receiving till the end of simulation. the actual value.
From the arguments above for delivery ratio, delay, and
buffer occupancy we can see that different performance met-
Theoretical results from Equation (1) and experimentgics with different semantics should be treated accorgingl
values are shown in Figure 4. obtain accurate simulation results.

"Simulation results and the corresponding theoreticalltesu
btained from (3) are shown in Figure 5.

C. Delay of Delivered Messages

Similar to the arguments given above, observed delay ofFigure 6 shows the experimental values and theoretical
delivered messages is also affected by messaged that remalts from (8) for buffer occupancy when the message
generated after,. Although messages generated affehave expiration time changes.
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Message Delivery Ratio: Direct Transmission andag@and-Wait

E. Effects of Core Nodes

Figure 7 shows that case where the ratio of core nodes is
increased from 0% (no cores) to 20%. When regular nodgs
meet core nodes, they send their packets to cores. They dan
either use “copy” scheme, where they keep the copies of thezir20

messages, or use “dump” scheme to delete them. From Figdre,, |

7 we can see that even a small increase increase of core ratio
in the “copy” scheme results in a noticeable increase in the 00
delivery ratio. In the “dump” scheme, on the other hand, that
there is almost no change in the delivery ratio.

500

00

[0
o %

Direct Transmission ——+—
P(2

SP(4) +-%---
L L L L L SP(B) L .

T T
Copy to Cores ——+—
Dump to Core X

09 | . g
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Message Delivery Ratio
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3000 4000 5000 6000 7000 8000
Message Expiration Time

Fig. 9. Delay: Direct Transmission and Spray-and-Wait

: F. Performance of Spray-and-Wait

: Beside direct transmission and cores, we also examine the
performance of Spray-and-Wait routing scheme. We use 2-, 4-

» x . x x x x x and 8-copy schemes for spraying a message and examine its
effects on performance metrics when message expiratig@stim

06 1 varies. For optimal performance, we use the Binary Sprail+-an
Wait as described in [9]. To avoid sending multiple copies

‘ ‘ of a message, a field is used to denote the number copies

Percentage of Gore Nodes under the current schemg, when each message is generated.
When a new node arrives whén> 1, the message is sprayed
Fig. 7. Effect of Cores on MDR delegated to the new node with set to the new value of
|L/2|, and the sender decreases its olvito [ L/2]. Direct

transmission can be regarded as a special case whiyaset

Basically, the “copy” case doubles the number of carrief
of message. The probability of this happening depends on
the number of core nodes and the arrival rate. The “dump”

g 1 at message generation.

case only transfers the message to another carrier, the cor&igure 8 shows the message delivery ratios under different
to deliver it to the destination. Practical scenarios woligd SP schemes when the message expiration tifpejs varied.
between these two extremes if a regu|ar node has eno@fﬁct transmission is also included for base Compariscm. A
buffer size hold newly generated messages till the coresod@pected, the MDR increases as we increase the number of
arrives, but not enough to hold all the messages until they dressage copies,, to spread. However, the effect of increasing
delivered to the destination by the node itself. L quickly diminishes, especially whefi, is set higher.
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As we can see, increasiriggenerally increases the delivery
ratio and lowers the delay, at the cost of higher buffer
occupancy. Parameters can be set in actual scenarios axgord
to the power and buffer constraints to achieve the desired
performance.

Buffer Occupancy (Percentage of Buffer Size)

VI. CONCLUSIONS

In this paper we discussed the impact of the mobility model
on routing in delay tolerant networks. We used the Random
Waypoint mobility model for underlying node mobility in our
stimulation’s. We observed the exponentiality of noderinte
arrival times. Through extensive simulations studies, aeeh
shown how such information node mobility can be used to
obtain accurate analysis of important performance metrics
under DTN routing schemes. Such results are helpful for the
analysis and design of routing algorithms for DTNs. Besides
we also proposed the use of Core-assisted schemes under
circumstances where most nodes are resource constraired. W
described different routing methods and presented carrebkp
ing simulation results for the Core-assisted routing saem
Finally, we also presented a results of an extensive set of
simulation experiments for Spray and Wait routing scheme
under a variety of settings.
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