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Abstract—The capability to reliably and accurately identify the attacker has long been believed as one of the most effective deterrents to an attack. Ideally, the attribution of cyber attack should be automated from the attack target all the way toward the attack source on the Internet in real-time. Real-time, network-wide attack attribution, however, is every challenging, and many people have doubted whether it is feasible to have practical attack attribution on the Internet.

In this paper, we look into the problem, challenges of real-time attack attribution on the Internet, and analyze what it takes to have the real-time attack attribution on the Internet. We show that it is indeed feasible and practical to attribute certain cyber attacks on the Internet in real-time. We build such a real-time attack attribution system upon the malware immunization and packet flow watermarking techniques we have developed. We demonstrate the unprecedented real-time attack attribution capability via live experiments on the Internet and Tor nodes all over the world.

Index Terms—Attack attribution, attack traceback, attack response.

I. INTRODUCTION

Cyber attacks have become a serious threat to all computers and networks we are relying on daily. In 2015 alone, cyber attacks caused nearly 300 million records leaked and over $1 billion lost [1]. The cyber attack on Anthem insurance company [2] may have compromised sensitive information (e.g., name, SSN, address) of up to 80 million customers and employees.

Besides civilian targets, cyber attacks also aim at military and mission critical systems and networks. In recent cyber attack on U.S. Central Command’s Twitter and YouTube accounts [3], [4], the pro-ISIS attackers claimed [4] “we broke into your networks and personal devices and know everything about you. You’ll see no mercy infidels. ISIS is already here, we are in your PCs, in each military base.” The recent cyber attack on the Office of Personnel Management (OPM) computer systems has compromised not only sensitive personal information (e.g., SSN) of roughly 21.5 million people from both inside and outside the government [5], but also irreplaceable personal biometric (e.g., fingerprint) information of 5.6 million people [6].

Recognizing its serious threat to the national interest of the United States, “the U.S. Director of National Intelligence ranks cyber crime as the No. 1 national security threat, ahead of terrorism, espionage and weapons of mass destruction” [7].

While existing cyber defense mechanisms, such as firewalls, intrusion detection systems (IDS), intrusion prevention systems (IPS), and malware protection systems, are very useful in protecting mission critical cyber infrastructures and global organizations, they fail to automatically address the root cause of all cyber attacks – the attackers or the perpetrators.

One of the greatest fears of all perpetrators is the risk of being caught. As shown in Figure 1, attackers seldom attack directly from their own hosts but rather launder the attack traffic through intermediate stepping stones (or proxies) throughout the world. Sophisticated attackers can even use the publicly available low-latency anonymity systems such as Tor, anonymizer.com to hide their true origin. Such traffic laundering makes the network based attack attribution one of the hardest problems in network security, and many people doubt whether it is technically feasible to track and attribute attacks across the Internet [8], [9], [10]. It is even harder to provide evidence of any attribution [11].

None of existing cyber defense mechanisms has the real-time attack attribution capability to automatically pinpoint the intrusion path and the attack source from where the attack was originated. Consequently, network based attackers have all the potential gains with virtually no risk of being caught. The 2016 Federal Cybersecurity Research and Development Strategic Plan [12] has listed (attack) attribution as one of the long-term (7-15 years) cybersecurity research and develop goal. In order to effectively repel and mitigate increasingly damaging cyber attacks from the network, it is critically important to have an automated, real-time attack attribution capability that helps hold the attackers accountable for their actions. Attacker would be reluctant to attack if the risk of being attributed and caught is high enough. Therefore, even an imperfect attack attribution helps repel the cyber attacks.

II. CYBER ATTACK ATTRIBUTION AND CHALLENGES

A. Cyber Attacks

Successful cyber attacks are often results of out-of-box thinking and exploration. They are extremely versatile and often sophisticated. For example, some cyber attacks could use social engineering techniques such as phishing to harvest victim’s credential. Other cyber attacks could use buffer over-flow, heap over-flow, integer over-flow or format string exploits to break-in and control the target system. In term of infection path, some cyber attacks could use the network, files (e.g., copy or download), email, USB to infiltrate, and some other cyber attacks could use trojaned hardware (e.g., keyboard) to compromise the target system.

As more and more mission critical systems are connected to the network, most cyber attacks are coming from the network nowadays. We refer such attacks as network based attacks. The network based attacks could be either unidirectional or
cyber space, attack attribution seeks to determine the identity or location of an attacker or an attacker’s intermediary. In bidirectional and unidirectional network based attacks. A stepping stone, however, could be used in both unidirectional attack (i.e. denial of service attack). A unidirectional attack only has attack traffic originated and conducted from the Internet. Figure 1 illustrates the overall model of the network based attacks. Based on the roles exhibited in the network based attack, the intermediate nodes along the attack path could be classified into three categories: 1) stepping-stone, 2) zombie, and 3) reflector. A stepping stone is a network node controlled (e.g., compromised or rented) by the attacker that functions as a bidirectional conduit for the attack infiltration and exfiltration traffic. A stepping stone supports real-time bidirectional communication and it usually introduces very small delay. A zombie is a network node controlled (e.g., compromised or rented) by the attacker that is used as an attack launching point when triggered by the attacker. The trigger of the attack could be some special packet sent by the attacker to the zombie or a Trojan or logic bomb previously planted by the attacker into the zombie. A reflector is a network node not necessarily controlled by the attacker but somehow has been tricked into being a part of an attack in an innocent manner that is consistent with its normal operation.

In Figure 1, the double arrowed line represents a bidirectional traffic flow and the single arrowed line denotes a unidirectional traffic flow. Generally, zombie and reflector can only be used in unidirectional attack (i.e. denial of service attack). A stepping stone, however, could be used in both bidirectional and unidirectional network based attacks.

B. Cyber Attack Attribution

Attack attribution generally refers to determining the identity or location of an attacker or an attacker’s intermediary. In cyber space, attack attribution seeks to determine

1) from where and via what path the cyber attack has been launched.

2) cyber attack’s entry point to the target network and system.

3) all the compromised nodes within the protected network that have involved the cyber attack.

4) who is responsible for the cyber attack.

Ideally, we want to find out the exact source (e.g., IP address, geolocation) from where the cyber attack has been launched. This helps us to determine who is ultimately responsible for the cyber attack. It is also important to figure out the path the attack has taken. Specifically, it is critical to identify the attack’s entry point to the target network and system so that we can reinforce the mission critical network and system to prevent future penetration. Given the multiple layers of defense we are using, successful cyber attack usually needs to compromise multiple nodes within the protected network before it could attack the final target. Therefore, it is critically important to identify those compromised nodes within the mission critical network before we can eliminate the foothold of the cyber attack.

C. Challenges in Cyber Attack Attribution

1) Reliably Detecting the Cyber Attack First: Before any cyber attack attribution can be done, we must be able to reliably detect the cyber attack first. Most existing intrusion detection systems (IDS) have detection false positives and false negatives. Therefore, whenever an IDS raises an alarm, there is a chance that the alarm is false. What really matters here is the conditional probability that the alarm is true when there is an alarm. This depends on not only the detection false positive rate (FPR) but also the base rate of the cyber attack or intrusion (the probability that the cyber attack or intrusion happens). In reality, cyber attack is a rare event in that most cyber events are benign.

Let \( I \) represent the cyber attack or intrusion, and \( T \) represent the detection by the IDS. Assume the cyber attack base rate \( \Pr(I) = \frac{1}{100,000} \), and we have a very accurate IDS with 99% intrusion detection rate \( \Pr(T|I) \) and only 1% detection false positive rate \( \Pr(T|\neg I) \). Under these conditions, when the IDS raises an alarm, the probability that the alarm really reports a true attack is

\[
\Pr(I|T) = \frac{\Pr(I) \Pr(T|I)}{\Pr(I) \Pr(T|I) + \Pr(\neg I) \Pr(T|\neg I)} = \frac{\Pr(I) \Pr(T|I)}{\Pr(I) \Pr(T|I) + (1 - \Pr(I)) \Pr(T|\neg I)} = \frac{\frac{1}{100,000} \times 0.99}{\frac{1}{100,000} \times 0.99 + (1 - \frac{1}{100,000}) \times 0.01} < 0.1\%
\]

Therefore, when a seemingly very effective IDS (with a 99% detection rate and a 1% false positive rate) reports an alarm, the chance that the alarm corresponds to any real attack is actually less than 0.1%! In the context of cyber attack attribution, such a low \( \Pr(I|T) \) would simply cause a “false start” of any attack attribution.
Attack attribution needs to reliably trace the detected attack in true real-time and we know exactly when to start attack attribution. Assume we can reliably detect the cyber attack in true real-time, his/her true origin and identity. Specifically, an attacker could use his/her own host, but use all kinds of techniques to conceal his/her true origin and identity. Across the network as the attacker seldom attack directly from the true source of the attack, certain attribution information can only be effective cyber attack attribution requires true real-time intrusion detection with exceedingly low detection false positive rate.

2) Challenges in Attributing Attacks on the Internet: Now assume we can reliably detect the cyber attack in true real-time and we know exactly when to start attack attribution. Attack attribution needs to reliably trace the detected attack across the network as the attacker seldom attack directly from his/her own host, but use all kinds of techniques to conceal his/her true origin and identity. Specifically, an attacker could encrypt the attack traffic and launder it through a number of intermediate nodes such as stepping stones, proxies.

- use low-latency anonymity systems (e.g., Tor [14], Anonymizer [15]) to anonymize the attack traffic.
- add bogus packets to the attack flow or drop random (useless) packets from the attack flow; repacketize the attack packets by combining several smaller packets into one larger packet or fragment one packet into several smaller ones as shown in Figure 2.
- mix the attack traffic with other irrelevant traffic or split the attack flow into multiple sub flows and merge the sub flows later as shown in Figure 3.

As a result, the attack target only sees the attack traffic coming from some stepping stone rather than the true source of the attack. The use of encryption and all kinds of transformations (as shown in Figure 2 and Figure 3) make the attack flow look very different when it across each stepping stone or proxy. All these make real-time attack attribution on the Internet one of the hardest problems in cyber security [16], [11], [9].

III. REAL-TIME ATTACK ATTRIBUTION BASED ON DYNAMICALLY ASSIGNED TAG

A. The Feasibility of Real-Time Attack Attribution

Based on the analysis in section II, any network-wide, real-time attack attribution requires:

- true real-time attack or intrusion detection with close to zero false positive rate.
- true real-time network-wide attack traceback capability that is robust against various packet flow transformations (e.g., encryption, flow mixing, adding cover traffic).

The key to detecting cyber attacks is the capability of distinguishing the actions by the attacks from all the rest. If we can tag all the legitimate actions of the protected system, and make sure no attacker knows the secret tag, we could reliably detect the attack in real-time by catching its first action without proper tag.

In any bidirectional network based attack, besides the attack traffic, there exists return traffic from the attack target all the way to the attacker no matter how many intermediate nodes it passes. Therefore, if we can somehow transparently tag the return traffic of the attack at the attack target and make sure the tag survives various packet flow transformations such as encryption, flow mixing, adding chaff, we could track where the tagged return traffic of the attack goes and figure out the all the intermediate nodes, and the path the attack traffic has gone through. Given enough monitoring coverage, we can eventually pinpoint the source from where the attack has been launched.

B. Real-Time Detection of Control Flow Hijacking Attacks based on Dynamically Assigned Sense of Self

Our natural immune system has been shown to be very effective in protecting our body from almost endless variations of pathogens based on the self-nonself discrimination capability that can distinguish our own cells (i.e., “self”) from all others (i.e., “non-self”). If we view the uninfected computer system as “self” and malwares as “nonself”, then protecting the uninfected computer system from malware attacks is very similar to protecting our body from invading pathogens from the perspective of self-nonself discrimination. If we can effectively and efficiently distinguish the “self” actions of the uninfected computer system from the “nonself” actions of malwares and attacks, we can detect the attack in real-time.

Inspired by the self-nonself discrimination in our natural immune system, we have developed an active method to distinguish “self” actions from “nonself” based on dynamically assigned sense of self [17]. As shown in Figure 4, our approach dynamically assigns a unique and secret tag to all the system calls invoked by the immunized program. Such a dynamically assigned secret tag forms a dynamically assigned sense of self of the immunized program. Since the dynamically assigned secret tag is unknown to the adversary, none of the system calls invoked by any malware or attack could have the correct secret tag. Therefore, the dynamically assigned secret tag (i.e., sense of self) enables us to effectively and efficiently distinguish the “self” system calls invoked by the immunized program from the “nonself” system calls invoked by the malware or attack.
Unlike all existing passive models of self, our active model of self is independent from the inherent complexity of the protected program or system, it has the following unprecedented capabilities:

- **True real-time attack detection and response**: Our system can detect and block the first (and all the rest) nonself system call invoked by any malware or attack in real-time. This enables true real-time response to the detected attack such as real-time attack attribution, forensics and recovery that were not possible before.

- **Effective without attack signature**: Our attack detection system based on dynamically assigned sense of self is effective against various control flow hijacking attacks (e.g., buffer overflow, return-to-libc, return-oriented exploits, jump-oriented exploits). Since our attack detection does not require any specific knowledge or signature of the attack, it can be effective against new, previously unknown attacks. This is in contrast to almost all existing deployed intrusion detection (e.g., Snort) and anti-virus systems which require periodic update of attack or malware signatures.

- **No false positive in attack detection**: By dynamically assign the unique and secret tag to all the system calls invoked by the to be protected program or system, our real-time attack detection will never falsely accuse any self system call to be nonself.

- **No need for training or re-alignment ever**: As the sense of self is not learned but dynamically assigned.

### C. Real-Time Network-Wide Attack Tracing based on Dynamically Assigned Watermark

Once we have detected a bidirectional network based attack at the target in real-time, we want to tag potentially anonymized and encrypted return (or backward) traffic at the attack target. This would allow us to track the tagged return traffic all the way back to the attack source.

With such a goal in mind, we have developed a novel method to embed a unique watermark (i.e., bit string) into the inter-packet timing of the return traffic of the attack by slightly adjusting the timing of selected packets [18]. Since our watermark is encoded in the inter-packet timing of the packet flow, it does not use or change the packet content. This enables us to watermark (i.e., tag) anonymized and encrypted packet flows. If the embedded watermark is unique enough and robust enough, the watermarked return traffic of the attack could be effectively identified and tracked across the Internet.

Figure 5 illustrate the real-time, network wide attack tracing based on such transparent flow watermarking. The watermark engine is a special router that will embed a specified watermark to a specified packet flow. A sensor is a network device that checks the inter-packet timing of the passing packet flows for specified watermark. Once the real-time attack detection system (described in section III-B and [17]) at the protected host (i.e., attack target) detects a non-self system call, it reports the attack to the central control in real-time. Based on the reported attack information, the central control initiates and coordinates the network wide attack attribution in real-time:

- it instructs the watermark engine to watermark specified return traffic with specified watermark;
- it asks all the sensors across the Internet to scan the passing packet flows for the specified watermark and report back to the central control whenever any packet flow has been found to have the specified watermark.
- it congregate all the reports received from the sensors to construct the attack path toward the attack source.

Note, the network wide attack attribution and traceback require sensors deployed in the network, and the more sensors deployed the better. However, even if the network based attack passes areas that have no sensor deployed, our flow watermark based attack attribution and traceback can still work. For example, an hypothetical attack originated from California may first launder through three stepping stones in Europe (Paris, Berlin and Rome respectively), then another stepping stone at Virginia before it attacks the final target at New York. If we have sensors deployed in USA but not in Europe, we can find these watermarked flows between 1) New York and Virginia; 2) Virginia and Rome; 3) Paris and California. Because we don’t have sensors in Europe, we don’t know if there is any intermediate node between Paris and Rome. We do know, however, the attack has laundered from California to Paris, Rome, Virginia before attacking the target at New York. So we can still find the attack source in California and all those stepping stones that are within the range of the sensors.
Table I
Decoding results of 20-bit watermark from watermarked traffic anonymized by Tor entry node 62.210.92.11 in Paris, France and Tor exit node 185.100.85.192 in Bucharest, Romania

<table>
<thead>
<tr>
<th>Redundancy</th>
<th>No. of Matched WM Bits</th>
<th>Collision Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.5</td>
<td>&lt;1.479 × 10^{-2}</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td>1.907 × 10^{-9}</td>
</tr>
<tr>
<td>3</td>
<td>19</td>
<td>1.907 × 10^{-9}</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>9.537 × 10^{-1}</td>
</tr>
</tbody>
</table>

Table II
Decoding results of 20-bit watermark from watermarked traffic anonymized by Tor entry node 195.154.107.23 in Paris, France and Tor exit node 37.123.130.176 in Oslo, Norway

<table>
<thead>
<tr>
<th>Redundancy</th>
<th>No. of Matched WM Bits</th>
<th>Collision Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>17</td>
<td>1.089 × 10^{-8}</td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td>1.907 × 10^{-9}</td>
</tr>
<tr>
<td>3</td>
<td>19.5</td>
<td>&lt;1.907 × 10^{-9}</td>
</tr>
<tr>
<td>4</td>
<td>19.5</td>
<td>&lt;1.907 × 10^{-9}</td>
</tr>
</tbody>
</table>

Fig. 6. Experimental setup for real-time, network wide attack attribution across nodes in USA and Tor nodes in Europe

Fig. 7. Real-time, network wide attack attribution experimental result

IV. EMPIRICAL VALIDATION

We have implemented a proof-of-concept prototype of the real-time attack detection system and the network wide attack attribution and tracing system in Linux, and we have conducted real-time, live experiments on the Internet with Tor.

Figure 6 shows the experimental setup. We set up an attack target and a watermark engine in Virginia, and made sure all the traffic to and from the attack target was routed through the watermark engine. We used another machine in Virginia as the attacking machine, and had a sensor deployed close to the attacking machine. To demonstrate the unprecedented real-time, network wide attack attribution capability across the Internet, we chose to use Tor to anonymize the attack traffic we were trying to track. Specifically, we launched simulated attacks from the attacking machine in Virginia and routed the attack traffic through three different Tor nodes before they reached the target.

We have done two sets of experiments with two different Tor circuit. The first set of experiments have used the Tor entry node with IP address 62.210.92.11 in Paris, and the Tor exit node with IP address 185.100.85.192 in Bucharest, Romania. The second set of experiments have used the Tor entry node with IP address 195.154.107.23 in Paris, France, and the Tor exit node with IP address 37.123.130.176 in Oslo, Norway. In both set of experiments, we used the watermark engine to watermark the return traffic with a 20-bit watermark, 350ms maximum encoding delay, 500ms time interval and redundancy numbers 1, 2, 3 and 4. The watermarked return traffic was routed through the Tor exit node, the (unknown) Tor intermediate node and the Tor entry node before it reached back to the attacking machine. The sensor close to the attacking machine decoded the watermarked traffic that had been anonymized by Tor and reported back to the central control the flow that has the most watermark bits matched. In this case, the sensor close to the attacking machine can see the traffic between the attacking machine and the Tor exit node at the target can see the traffic between the Tor exit node (e.g., 185.100.85.192 in Bucharest) and the target. While our attack attribution system did not see the Tor intermediate node in our experiments, it could automatically figure out the attacking machine in real-time as shown in Figure 7.

The confidence of the network flow tagging depends on the length of the watermark and the number of bits matched. We experimented with different redundancy numbers, which require different durations of active traffic to be effective. We repeated experiments under each combination twice. Table I shows the average number of matched bits of the decoded watermark under different redundancy number in the first set experiments. We can get 20 out of 20 bits matched when use redundancy 4. This gives us less than 10^{-6} collision probability (i.e., false positive) with 80 seconds worth of traffic. With redundancy number 2, we only need 40 seconds worth of traffic, and we can still get 19 out of 20 bits matched, which gives us 1.907 × 10^{-9} collision probability. As shown in Table II, the second set of experiments give us similar but slightly different results.

In summary, our real-time, network wide attack attribution system only needs 40 seconds worth of active traffic to reliably attribute attack flows across USA and Tor nodes all over Europe with very low (<1.907 × 10^{-5}) collision probability.

V. RELATED WORKS

There have been substantial research works on how to trace attack packets with spoofed source IP address. Notably, Savage et al first proposed PPM IP traceback approach [19], and Snoeren et al first proposed logging based IP traceback approach [20]. However, such traceback approaches are not
able to track bidirectional attacks that are laundered through stepping stones.

A number of approaches (e.g., [21, 22]) have been proposed to correlate unencrypted packet flows across stepping stones. To correlated encrypted packet flows across stepping stones, researchers proposed using inter-packet timing characteristics to correlate (e.g., [23]). To resist the active timing perturbation by the adversary, researchers proposed active timing based approaches (e.g., [24], [25], [26], [27], [28], [18]) to deliberately encode watermark into the inter-packet timing of the packet flow. We build our real-time attack attribution upon our interval based flow watermarking scheme [18] which has been proved to be robust against various flow transformations such as encryption, flow mixing, flow splitting, adding chaff and timing perturbation.

There is a large body of work in intrusion detection [13]. To the best of our knowledge, our active malware immunization approach [17] is the only one that can catch the first nonself system call with no false positive in true real-time. Such a capability is a key enabler of true real-time attack attribution.

VI. CONCLUSIONS

In this work, we have examined the problem and technical challenges of real-time, network wide attack attribution, and have analyzed what it takes to have the real-time attack attribution on the Internet. We are the first to show that by combination of novel malware immunization techniques and novel network flow watermarking techniques, it is indeed feasible to track bidirectional network based attacks on the Internet in real-time.

We have implemented a proof-of-concept prototype of such real-time network wide attack attribution system in Linux, and have conducted live experiments on the Internet. Our experimental results have validated the unprecedented real-time attack attribution capability across nodes in USA and various Tor nodes in Europe. Specifically, our attack attribution system needs as little as 40 seconds worth of active traffic to effectively track traffic anonymized by various Tor nodes across Europe with 99.998% (1 − 1.907 × 10−5) confidence.
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