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Abstract

Next-generation technologies have allowed researchers
to determine the collective genomes of all organisms
within specific environments or communities. Vary-
ing species abundance, length and complexities within
different communities, coupled with discovery of new
species makes the problem of taxonomic assignment to
short DNA sequence reads extremely challenging.

We have developed a new sequence composition-
based taxonomic classifier, TAC-ELM for metagenomic
analysis. TAC-ELM uses the framework of extreme learn-
ing machines to quickly and accurately learn the weights
for a neural network model, with input features consist-
ing of GC content and oligonucleotides.

TAC-ELM is evaluated on two standard metagenomic
benchmarks with sequence read lengths reflecting the
traditional and current technologies. Our empirical re-
sults indicate the strength of the developed approach,
which outperforms state-of-the-art taxonomic classifiers
in terms of accuracy, training time and implementation
complexity. We also perform experiments that evaluate
the pervasive case within metagenome analysis, where
a species may not have been previously sequenced or
discovered and will not exist in the reference genome
databases.

1 Introduction

The recent advances in sequencing technologies have
allowed researchers to determine the genomes of organ-
isms existing as communities across different environ-
ments ranging from sea [20], soil and human body [14].
This collective sequencing of organisms without cultur-
ing and cloning each organism individually is known
as “metagenomics”. As an example, the human body
contains one of the most densely populated microbial
environments known on earth where over 1014 microbial

cell interact with human host cells. Sequencing these
microbial communities, identifying the microbes and
understanding their function is critical for an under-
standing of disease and normality conditions [18].

Metagenomic sequencing projects attempt at sequenc-
ing the genomes of all the microbes within a sample
which leads to several challenges related to assembly
and identification [7]. Specifically, the coverage needed
for accurately assembling the different genomes in-
creases several folds in comparison to a single whole
genome sequencing [7]. Complex microbial commu-
nities hosted within the communities have species of
varying length as well as abundance, and most of them
do not have a previously cultured reference genome.
The short read sequences (ranging from 35 base pairs
(bp) to 500 bp) obtained from the next generation se-
quencing technologies [16] provides an additional level
of challenge to the problem [22].

One of the first steps for analyzing metagenomic sam-
ples is to separate and identify the sequence reads in
terms of phylogeny or taxonomy. This problem of as-
signing a label to metagenomic sequence reads is called
as taxonomic or phylogenetic classification. Several su-
pervised and unsupervised machine learning based ap-
proaches have been developed [3, 7] to classify short
sequence reads or assembled contigs into different cate-
gories or classes across the taxonomy tree.

In this work, we propose a new taxonomy classifi-
cation scheme that extracts composition-based features
(oligonucleotides and GC content) from the the short
sequence reads and develops a neural network-based
model. To train the parameters of the model we use an
analytical framework, called extreme learning machine
(ELM) [8] to learn the parameters of the models. We refer
to this approach as TAC-ELM (Taxonomic Classification
with Extreme Learning Machines).

Traditionally, for a single-layer feed forward neural
network, all the parameters (weights and biases) for the
different layers are learned using the gradient descent
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algorithm. However, this approach is slow, has a high
probability of converging to a local minima, and involves
several iterative steps. The ELM scheme [8] overcomes
these problems by randomly assigning weights to the
input layers and analytically computing the weights
for the output layer using a simple generalized inverse
operation.

We perform a set of experiments evaluating the clas-
sification performance of TAC-ELM on two different
datasets. We present results evaluating taxonomic classi-
fication performance for short metagenomic reads vary-
ing from 100 bp to 1000 bp. We also evaluate the dif-
ferent composition-based features and the parameters
associated with the ELM scheme. Our results show good
classification accuracy for short (100 bp) as well as large
metagenomic sequence reads (900-1000 bp). One of the
main challenges of metagenomic analysis, is the presence
of species within the sample that have never been se-
quenced before. As such, using the approach in Phymm
[3] we present a set of results that exclude specific species
(or clade-levels) while assessing the performance of our
classification method.

The results reported in this paper show that TAC-ELM
consistently outperforms previously developed state-
of-the-art algorithms like Phymm [3], PhyloPythia [12]
and a PCA-based classification algorithm [23]. We also
show that TAC-ELM produces good classification results
for the higher levels of taxonomy i.e., order, class and
phylum level whereas the BLAST algorithm performs
well for lower levels of taxonomy i.e., family and genus
levels. This suggests that combining the results of TAC-
ELM with BLAST will produce an accurate and efficient
phylogenetic classifier.

The rest of this paper is organized as follows. Section
2 presents a review of existing taxonomic classifiers. Sec-
tion 3 describes the TAC-ELM algorithm and provides
an overview of the extreme machine learning theory. Sec-
tion 4 provides a description of the experimental setup
and Section 5 provides a discussion of the results. Fi-
nally, Section 6 concludes this paper along with plans
for future work.

2 Related Work

Metagenomics, the sequencing of pooled diverse collec-
tion of genomes using the next generation short read
technologies makes the process of taxonomic or phylo-
genetic identification challenging. Different organisms
within a community have varying abundance and length
which along with different sampling procedures will
lead to varying coverage for the different genomes. Sev-
eral computational approaches have been developed for
handling the vast amount of metagenomic data to solve
two related problems: (i) binning, and (ii) taxonomic
classification.

The “binning” problem is the first step in a metage-

nomic assembly process and involves separation of short
read metagenomic sequence data into subgroups that
could be organism-specific. In comparison the “taxo-
nomic classification” problem involves assigning a spe-
cific label (i.e., a phylogenetic group label) to sequence
reads or assembled contigs [3]. The major distinction be-
tween the two problems lies in the fact that in case of the
binning problem, the subgroups though distinct from
one other remain unlabeled. Machine learning meth-
ods that use a unsupervised and supervised framework
have been developed for the binning and classification
problem.

A traditional approach for phylogenetic classification
of microbial communities is to use marker genes (e.g.,
16S rRNA sequences) for identification of source organ-
ism of a sequence read or fragment [21]. Marker genes
are highly conserved and provide accurate identifica-
tion of the taxonomical class [11]. Such approaches use
a homology transfer methodology relying on a refer-
ence dataset like RDP [4]. These methods can provide
valuable community estimates but are limited to specific
reads or contigs (marker genes constitute a small fraction
of a metagenomic sequence set) and have low sensitiv-
ity due to reliance on an incomplete and taxon-biased
reference genome database.

Taxonomic classification methods for metagenomic
reads fall into two main categories: (i) comparative ap-
proaches and (ii) composition based approaches. Com-
parative or sequence similarity based approaches rely
on the principles of homology for the taxonomic assign-
ment. Such methods align the reads or contigs using
BLAST [1], and assign taxonomy based on the best hit
to a reference database. MEGAN [9] is a metagenomic
analysis and visualization software that make the as-
signment based on multiple BLAST hits and optimized
parameters. Specifically, MEGAN assigns reads to a
common ancestor of those BLAST matches that exceed a
particular bit score threshold. The MG-RAST [13] web
server provides taxonomical and functional annotation
by comparative searches performed across multiple ref-
erence databases. GAAS [2] is a novel BLAST-based
tool that includes genome length normalization along
with a similarity weighting for multiple BLAST hits
to provide improved classification results. Compara-
tive approaches are accurate if the source organism’s
genome has been sequenced, and is present in the refer-
ence genome databases. Notably, in a recent coral reef
study [6], only 12% of reads had matches in a compre-
hensive microbial BLAST database.

On the other hand composition-based methods have
been developed, that extract key sequence features like
GC composition and subsequence or k-mer frequencies
and build supervised classification models using these
features.

PhyloPythia [12] uses a support vector machine frame-
work [19] to classify long reads into taxonomical groups
using a k-mer based kernel function. TETRA [17] corre-
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lates the k-mer pattern feature to different taxonomical
groups. Phymm [3] trains an interpolated Markov model
to characterize variable length subsequences specific to
different taxonomical subgroups. In combination with
BLAST, Phymm shows improved classification accuracy
for short reads of 100 base pair (bp) length. Such Marko-
vian models have been very successful in gene finding
algorithms like Glimmer [5]. In [23], the authors use
principle component analysis (PCA) to select the best
k-mer type features and use a linear classify for the taxo-
nomic assignment of reads averaging 900 base pairs in
length.

The focus of our work is to develop a supervised classi-
fier using the extreme learning machine framework, that
is quick and works accurately for short DNA sequence
reads, a characteristic of today’s sequencing technolo-
gies. In this study, we compare our classifier referred to
as TAC-ELM to the Phymm [3], BLAST [1], PhyloPythia
[12] and PCA [23] classifiers.

3 Methods

We developed a metagenomic taxonomic classifier using
a single feed forward neural network with parameters
learned using a scheme [8], called “Extreme Learning
Machines” (ELM).

3.1 Extreme Learning Machines

Extreme Learning Machines (ELM) is an efficient learn-
ing scheme that determines the output weights of a
single-layer feedforward neural network (SLFN) using
an analytical solution instead of the standard gradient
descent algorithm [8]. Neural networks have been used
to solve classification problems in several domains rang-
ing from computer vision to bioinformatics. Tradition-
ally, for a SLFN, all the parameters (weights and biases)
for the different layers need to be tuned/learned and
there exists dependency between the different layers.
The gradient descent algorithm is slow, has a high chance
of converging to a local minima, and to achieve good gen-
eralization performance demands several iterative steps.
The ELM scheme proposed by Huang et. al. [8] over-
comes these problems by randomly assigning weights to
the input layers and analytically computing the weights
for the output layer using a simple generalized inverse
operation. The ELM framework has shown comparable
classification performance, improved model representa-
tion (less complexity) and faster run times in comparison
to support vector machines [19] for the microarray clas-
sification problem [24].

Given N distinct training examples (xi, yi), where xi
with n features is represented as [xi1, . . . , xin]

T ∈ Rn

and the output or target vector yi is represented as
[yi1, . . . , yim]

T ∈ Rm, then the SLFN with Ñ hidden neu-
rons, and an activation function g(x) is given by [8]:

Ñ

∑
i=1

βig(wi · xj + bi) = oj, j = 1 . . . N. (1)

The weight vector, wi = [wi1, . . . , win]
T connects the

ith hidden node and the input neuron, and the vector
βi = [βi1, . . . , βim]

T connects the ith hidden node and the
output node, and

We learn the parameters for a standard SLFN, i.e.,
βi, wi and bi so that across the N samples we achieve
close to zero error given by ∑N

j=1 ‖oj − yj‖. Huang et. al.
[8] expresses the N equations in Equation 1 as:

Hβ = Y (2)

where,

H(w1, . . . , wÑ , b1, . . . , bÑ , x1, . . . , xN) (3)

=

 g(w1 · x1 + b1) . . . g(wÑ · x1 + bÑ)
...

. . .
...

g(w1 · xN + b1) . . . g(wÑ · xÑ + bÑ)


N×Ñ

β =

 βT
1
...

βÑ
T


Ñ×m

Y =

 yT
1
...

tT
N


N×m

(4)

The matrix H is the hidden layer output matrix of
the neural network where the ith column of H is the ith

hidden node’s output vector with respect to the inputs
x. The ELM learning algorithm proceeds by choosing
an activation function g(x) and the number of hidden
nodes/neurons Ñ. At the first step, arbitrary weights are
assigned to the input weight vectors wi and bias terms bi.
The matrix H is then computed using Equation 3. The
output weights β are computed as β = H†Y where H†

is the Moore-Penrose generalized inverse of the hidden
layer output matrix H.

The Moore-Penrose based solution for β is shown to
be one of the least-square solutions of the general lin-
ear system Hβ = Y, and thus can achieve the smallest
training error (and not get stuck in local minima as the
gradient descent algorithms). It was also shown that the
solution is unique, has the smallest norm of weights and
hence, good generalization performance [8].

3.2 Feature Extraction

The input to our TAC-ELM classification algorithm is
metagenomic short reads or fragments obtained from
the next generation sequencing technologies. From the
DNA fragment sequences we extract composition-based
features that allows the development of taxonomy clas-
sifier. Specifically, we use two different features: (i) GC
content and (ii) oligonucleotide frequencies (also called
as k-mers).
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The GC content feature captures the percentage of
nucleotides that are cytosine (C) and guanine (G) within
the DNA fragment. The composition of GC content is an
indicator of certain taxonomic classes, and is expressed
as

G + C
A + C + G + T

× 100. (5)

We capture composition-based statistics using fre-
quencies of contiguous subsequences. Given a DNA
sequence X of length n and a user-supplied parameter
k, the k-mer at position i of X (1 < i < n − k) is de-
fined to be the k-length subsequence of X starting at
position i. These k-mers are also referred to as oligonu-
cleotides. Given a length k, we count the occurrences of
all the k-mers in a DNA fragment. The possible num-
ber of k-mers is equal to 4k and signifies the number of
features extracted using this approach. For this study
we specifically set the k value to be 3 and 4, referred
to as tri-nucleotides and tetra-nucleotides, respectively.
We experimented with larger values of k, but our pre-
liminary results did not shown an improvement in the
classification performance. We combine the GC content
feature with the tri-nucleotide and tetra-nucleotide fea-
tures within the ELM framework.

3.3 Model Parameters

The ELM framework involves choosing two parameters
i.e., the activation function g(x) and the number of hid-
den nodes/neurons. In this study, we experimented
with four activation functions: (i) sine, (ii) exponential,
(iii) hyperbolic tangent and (iv) sigmoid. Our results
showed that the sigmoid activation function consistently
outperformed the other functions for the taxonomical
classification function. As such, we report results only
for the sigmoid activation function. The sigmoid activa-
tion function is defined as

g(x) =
1

1 + exp−x . (6)

The number of hidden neurons is the other parame-
ter that needs to be chosen within the ELM framework.
We performed a grid search varying the number of neu-
rons from 100 to 500 in increments of 100 with different
features, evaluating the classification performance on a
small validation set to select the best model. Having a
large number of neurons makes the model complex and
prone to over-fitting.

4 Experimental Evaluation

4.1 Dataset Description

We evaluated the performance of TAC-ELM on two pre-
viously defined benchmarks for taxonomic classifica-
tion. The first dataset, referred to as FAMeS [10] is a

Table 1: Dataset Description and Taxa Distribution.

FAMeS Phymm
# Classes # Test # Classes # Test

Species 99 15000 539 2870
Genus 64 15000 53 3255
Family 49 15000 48 3335
Order 35 15000 34 4575
Class 16 15000 21 4390
Phylum 9 15000 14 4390

For the FAMeS dataset we perform a 10-fold cross-validation whereas for the
Phymm dataset we have specific definitions for the the test and training set
from the supplementary website [3]. See text for further details.

simulated benchmark created to assess the accuracy of
annotation and assembly methods developed for the
analysis of metagenomic datasets. This dataset is con-
structed by combining sequence reads taken from 113
microbial genomes (available at the Integrated Microbial
Genomes (IMG) database), sequenced independently.
Metagenomes vary considerably in their compositions
depending on the environment from which the reads
were sampled. As such, the FAMeS dataset provides
three distinct samples of varying complexities referred
to as simLC (low complexity), simMC (medium complex-
ity) and simHC (high complexity). The simLC dataset
has a small number of species with high abundance
whereas the simHC dataset has all species with simi-
lar abundance level making them hard to identify or
separate.

In this study we report results only for the most chal-
lenging simHC dataset, and provide the other results as
part of supplementary information. We filter out reads
that have unknown or incorrectly called nucleotides (’X’
or ’N’), which leaves us with 15000 metagenomic reads
of average length equal to 900 bp (representing Sanger-
based reads). Some of the sequence reads are paired-end
with clone sizes of either 3KB or 8KB. The sequence reads
extracted in the FAMeS dataset can be taxonomically cat-
egorized from bottom to top in 99 species, 64 genera, 49
families, 35 orders, 16 classes and 9 phylum.

For comparison purposes, we evaluate the TAC-ELM
algorithm on the dataset used for evaluation of the
Phymm [3] method. We also follow an identical experi-
mental protocol as the Phymm algorithm. This dataset
was extracted from the genome repository available at
NCBI RefSeq. Specifically, this benchmark consisted of
1,146 chromosomes and plasmids representing 539 bac-
terial and archael species. These 539 species were found
in 53 possible genera, 48 distinct families, 34 orders, 21
classes and 14 phylum. In this paper, we refer to this
benchmark as the Phymm dataset. The specific test sets
were downloaded from the supplementary website 1.
The read lengths are varied from 100 bp to 1000 bp to
simulate the current trends in sequencing technologies.

Table 1 shows the distribution of the categories (called
clades) at each level of the hierarchy along with the

1http://www.cbcb.umd.edu/software/phymm/
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Table 2: TAC-ELM parameter analysis on Phymm
dataset using 100 bp sequence reads.

# Neurons Species Genus Family Order Class Phylum
GC + k-mer 3

100 56.1% 65.4% 67.7% 70.2% 75.4% 82.9%
200 54.3% 64.1% 66.8% 69.4% 74.5% 81.2%
300 54.1% 63.3% 65.7% 68.8% 73.4% 80.5%

GC + k-mer 4
100 63.2% 71.1% 71.8% 73.3% 77.2% 82.9%
200 64.8% 72.2% 73.4% 75.1% 79.3% 85.2%
300 64.4% 71.5% 72.1% 73.8% 77.5% 83.7%

The numbers in bold indicate the best classification accuracy for the feature set.
In this experiment the same-species matches in test and training sets are
masked.

total number of test reads for the different levels for the
FAMeS and Phymm datasets. Since the distribution of
genomes across the phylogeny varies significantly, there
may be some clades that may have very few species or
no sister clades. The Phymm dataset accounts for this
under-representation of some clades by filtering any test
samples so that the each clade had at least 2 children
clades within the hierarchy [3]. The FAMeS dataset has
same number of test reads across the different levels of
hierarchy.

4.2 Experimental Protocol

The TAC-ELM algorithm proposed in this paper aims
to classify metagenomic DNA reads of varying lengths
into classes across the phylogeny. We essentially solve a
multi-class classification problem for each of the differ-
ent levels in the phylogeny or taxonomy tree. For exam-
ple, we assess the performance of TAC-ELM algorithm
in classifying a DNA read in one of the 9 phylum-level
classes for the FAMeS dataset. For the FAMeS dataset we
perform a 10-fold cross validation, and for each fold we
run the TAC-ELM algorithm 10 times setting the input
weight and bias vectors randomly at each iteration. The
final classification results reported are averaged across
the the ten iterations and ten folds. The average reads
lengths for the FAMeS dataset is 900 base pairs and re-
flects the reads derived from Sanger-based sequencing.
The classification accuracy is compared to a linear clas-
sifier which uses a PCA algorithm for feature selection
[23].

For the Phymm dataset we report taxonomy classi-
fication performance across the different levels in the
taxonomy tree as done in the FAMeS benchmark. The
current generation of sequencing technologies produce
sequence reads varying from 35 to 450 base pairs. As
such, we vary the read lengths for the Phymm dataset
from 100 to 1000 (but show results only for the 100 bp
and 1000 bp reads). For different levels of the taxonomy
tree we have specific test instances (distribution shown
in Table 1) and defined on the Phymm website to ac-
count for under-representation within different clades
in the taxonomy. Using a metagenomic simulator tool

called Metasim [15] we simulate reads for the training
and test sets with different read lengths. We repeat these
experiments 10 times varying the input weights to the
TAC-ELM algorithm and the simulated read sets, report-
ing the average classification accuracy.

4.2.1 Clade-Level Exclusion Experiment

A common scenario for metagenomic analysis is the
discovery of new species that have not been laboratory
cultured before and hence are not present in the genome
reference databases. There is also a probability that a
new clade i.e., a new class at a higher taxonomic level
may be discovered in the metagenomic sample.

As discussed in the Phymm method [3] we follow a
clade-level exclusion experiment. In this setting, for a
specific clade having at least 2 or more children-clades,
the reads derived from species belonging to one children-
clade is kept aside for the testing phase. The models
are then trained on the other children-clades. As an
example, for the “family-excluded”-order classification
problem, it is ensured that for every read within the test
set, all the organisms from the same family as the one in
the test set are excluded while training the order-level
models. In essence, we are excluding a specific clade
from the training sets and determining if we can predict
the higher level clade in the taxonomy.

5 Results and Discussion

We perform a set of experiments evaluating the classifica-
tion performance of TAC-ELM on two different datasets.
For the Phymm benchmark, we present results evalu-
ating short metagenomic reads varying from 100 bp to
1000 bp. We also evaluate the different parameters asso-
ciated with the ELM scheme i.e., the number of hidden
neurons and the k-mer size. In this paper we present
only a subset of the experiments performed (due to space
constraints) and also compare to several state-of-the-art
taxonomy classification algorithms.

5.1 TAC-ELM parameters

Table 2 shows the classification performance measured
using the K-way accuracy score across the different lev-
els of taxonomy, for 100 bp reads on the Phymm dataset.
We experiment with increasing the number of neurons
from 100 to 300, and having feature combinations of GC
content and tri-nucleotide (k-mer = 3) and GC content
and tetra-nucleotide features (k-mer = 4).

We observe that the classification accuracy increases
from lower levels of taxonomy i.e., Species-level to
higher levels of taxonomy i.e., Phylum-level. This is
because of decrease in the number of classes and the
class definitions become more general from the lower
to the higher levels. Further, the use of tetra-nucleotide
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features and GC content features is superior than using
the tri-nucleotide features and GC content. The percent-
age improvement of using the tetra-nucleotide versus
tri-nucleotide features is 16% and 3% at the Species-level
and Phylum-level, respectively. The best performance
is achieved by using 100 hidden neurons and 200 hid-
den neurons for the tri-nucleotide and tetra-nucleotide
features, respectively.

Increasing the k-mer size beyond 4, did not show a
significant improvement in performance. We also tested
different activation functions but the sigmoid function
showed the best classification accuracy. We use the com-
bination of tetra-nucleotides and GC content features,
with a sigmoid activation function and 200 hidden neu-
rons for the results reported in rest of this paper.

5.2 Clade-level exclusion

The clade-level exclusion experiment represents one of
the main challenges of metagenomic analysis, where sev-
eral species that have never been sequenced before will
be found within the metagenomic DNA samples (Sec-
tion 4.2.1). Table 3 shows the classification performance
across different taxonomy levels with different clade-
levels being excluded. As an example, in determining
the class of species when the order is excluded, all organ-
isms having the same order label as the organism from
which the test read was sampled will be excluded from
the training set. In this case of “order excluded”-class
experiment TAC-ELM achieves an accuracy of 26.9%.

We also compare the results of the clade-level exclu-
sion performance for TAC-ELM (Table 3) to the results
achieved by Phymm [3], and shown in Table 4. Compar-
ing the two tables, we notice that TAC-ELM outperforms
Phymm across all the different taxonomy levels, and
with different clades excluded. We highlight in bold, all
entries in Table 3 where TAC-ELM outperforms Phymm
by 10% (maximum improvement of 58% for the “genus
excluded”-family experiment).

5.3 Comparison to other methods

In Table 5 we present taxonomy classification results for
TAC-ELM, Phymm, BLAST, PhymmBL and PhyloPy-
thia across the different levels of hierarchy for 1000 bp
reads. We observe the same trend as noticed for the
100 bp reads in Section 5.2, that TAC-ELM outperforms
Phymm. TAC-ELM also shows an approximate 2% im-
provement over BLAST at the phylum, class and order
levels (higher taxa-levels). PhyloPythia is a SVM-based
classifier and performs far poorly in comparison to the
other classifiers. PhymmBL is a combination of Phymm
and BLAST and shows the best taxonomy classification
performance. This shows that if we combine BLAST
results with TAC-ELM, we should expect a similar im-
provement as obtained for PhymmBL. Note, the results

Table 3: Clade-Exclusion Classification Accuracy for
TAC-ELM on Phymm dataset (100 bp reads).

Species Genus Family Order Class Phylum

All Matches Allowed 64.8 72.2 73.4 75.1 79.3 85.2
Species Excluded – 35.2 39.2 43.2 50.8 62.5
Genus Excluded – – 25.5 27.8 38.2 62.1
Family Excluded – – – 21.3 35.1 58.5
Order Excluded – – – – 26.9 55.4
Class Excluded – – – – – 49.7

The numbers in bold show a percentage improvement of greater than 10% for
TAC-ELM in comparison to Phymm (Table 4).

for all classifiers other than TAC-ELM were obtained
from the Phymm study [3].

Table 6 shows the classification performance across
the different taxonomic levels, after 10-fold cross vali-
dation of the FAMeS dataset. The average read length
for the FAMeS dataset is 900 bp and we report results
only for the high complexity dataset. We compare the
performance of TAC-ELM to a PCA-based linear classi-
fier [23]. TAC-ELM shows an overall improvement of
5% on classification accuracy and outperforms the PCA
method in every level of hierarchy. The improvement
in comparison to the PCA-base method for TAC-ELM is
8%, 9%, 6%, 5% and 4% across the phylum, class, order,
family and genus levels, respectively.

Table 4: Clade-Exclusion Classification Accuracy for
Phymm on Phymm dataset (100 bp reads).

Species Genus Family Order Class Phylum

All Matches Allowed 63.2 70.2 72.5 74.8 78.6 84.8
Species Excluded – 32.1 36.4 41.2 49.1 60.0
Genus Excluded – – 16.1 21.6 35.6 56.7
Family Excluded – – – 13.8 28.0 51.7
Order Excluded – – – – 21.8 49.1
Class Excluded – – – – – 39.6

The results are taken from the Phymm paper [3].

6 Conclusions and Future Work

In this paper, we present TAC-ELM, a metagenomic
taxonomic classifier that uses composition-based fea-
tures within an extreme learning machine framework.
We evaluate TAC-ELM on previously established bench-
marks with varying complexities, and are able to demon-
strate better classification performance for TAC-ELM in
comparison to Phymm [3] and PhyloPythia [12]. We
assessed TAC-ELM on short metagenomic reads, as pro-
duced by the current generation of sequencing technolo-
gies. The results suggest the promise of using TAC-ELM
for metagenomic samples produced from different envi-
ronments.

We were also able to show that TAC-ELM produced
good classification accuracy, when specific species or
clades were excluded from training the models. This re-
flects the pervasive case in metagenome analysis, where
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Table 5: Comparative Performance on Phymm dataset
(1000bp with same-species matches masked).

TAC-ELM Phymm BLAST PhmmBL PhyloPythia

Genus 71.50% 71.10% 73.80% 78.40% 7.10%
Family 78.10% 77.50% 79.20% 84.80% –
Order 81.66% 80.60% 80.80% 86.90% 25.10%
Class 86.35% 85.40% 84.10% 90.60% 30.80%
Phylum 90.20% 89.80% 88.00% 93.80% 50.30%

The results highlighted compare TAC-ELM with BLAST. TAC-ELM
consistently outperforms Phymm and PhyloPythia. The results other than
TAC-ELM are obtained from the Phymm paper [3].

several of the species have not been sequenced before
and are not present in the reference databases. Our re-
sults also suggest that combining different classifiers like
TAC-ELM with BLAST will lead to an improved classifi-
cation performance across all levels of the hierarchy.

In the near future, we aim to integrate TAC-ELM with
BLAST and also incorporate several more complemen-
tary features that will improve the classification perfor-
mance. We are also working on a method that would
allow us to automatically determine the optimal number
of hidden neurons needed for the single-layer feedfor-
ward neural network within the ELM learning frame-
work.

Table 6: Comparative Performance on FAMeS dataset.

TAC-ELM PCA-Linear

Genus 61.43 % 59.05 %
Family 64.74 % 61.80 %
Order 69.08 % 64.89 %
Class 74.56 % 68.62 %
Phylum 81.92 % 75.65 %

The results are reported after 10-fold cross-validation. TAC-ELM consistently
outperforms PCA-Linear [23].
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