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ABSTRACT
Although existing work has demonstrated the feasibility of
streaming volumetric content to a single user, there exist
many appealing applications (e.g., classroom education and
collaborative design) that involve multiple users who watch
the same volumetric content simultaneously. In this paper,
we first perform a scaling experiment to demonstrate the
challenges of streaming high-quality volumetric videos to
multiple users and reveal the viewport-similarity opportu-
nity that we can leverage to effectively optimize the network
resource utilization using multicast over mmWave. We then
develop a holistic research agenda for improving the per-
formance and quality of experience for multi-user volumet-
ric video streaming on commodity devices. Our proposed
research includes joint viewport prediction and blockage
mitigation for multiple users, multicast grouping based on
viewport similarity, customized mmWave beam design for ef-
ficient multicast, and mmWave-aware multi-user video rate
adaptation. Finally, we discuss the open challenges of build-
ing a practical system with the proposed research roadmap.
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1 INTRODUCTION
Volumetric video is an emerging 3D video format that en-
ables users to explore multimedia content with six degrees of
freedom (6DoF) motion, 3DoF of translational movement (X,
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Figure 1:Multi-user volumetric video streaming with over-
lapped cells.

Y, and Z), and another 3DoF of rotational movement (yaw,
pitch, and roll). Different from the traditional 2D videos that
are based on a fixed view and the 360-degree videos that sup-
port only the 3DoF rotational movement, volumetric videos
provide a more interactive and immersive experience for
viewers. When used in augmented reality (AR) or virtual
reality (VR), volumetric videos can enable many promising
applications in entertainment, education, healthcare, etc. For
example, users can track and view every movement of their
favorite players during a sports event by moving around
with 6DoF. Telepresence with volumetric videos can help
students attend classes remotely with an immersive learn-
ing experience. Therefore, it has been regarded as the key
application in 5G and beyond [16, 18].
Although many of the applications of volumetric videos

are specific to multi-user scenarios, limited attention has
been paid to multi-user volumetric video streaming. The
main reason is that volumetric video streaming is bandwidth-
hungry and computation-intensive. Thus, streaming to a
single user is already a challenging problem. Among the
state-of-the-art volumetric video streaming systems, ViVo
[6] explores viewport, distance, and occlusion optimizations
to save the bandwidth. As a result, it demands a 100 to 200
Mbps data rate for a single user when watching point-cloud
video frames with around 200K points. Transmitting high
quality (high point density) frames and more complex scenes
may make the bandwidth requirement even higher. GROOT
[12] also requires 100 to 500Mbps bandwidth for a single user
after applying novel compression and GPU-assisted decod-
ing schemes to reduce the computation overhead. However,
in the multi-user scenario, the total consumed bandwidth
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increases linearly with the number of users, requiring a few
Gbps bandwidth from the network.

In this paper, we design a multi-user volumetric video sys-
tem over mmWave WLANs, by exploring the offered high
data rate. We show that while mmWave WLANs can pro-
vide sufficient bandwidth for supporting three to four users
watching volumetric videos simultaneously, we need to lever-
age multicast and cross-layer design to offer high-quality
content and scale the system for more users. This paper ex-
plores multiple research directions in these directions. We
list the challenges we are facing and our contributions below.
• There is limited understanding of the performance of
multi-user volumetric video streaming using WLANs. Thus,
we measure the multi-user performance of state-of-the-art
system ViVo [6] with both 802.11ac and 802.11ad WLANs.
We find that 1) 802.11ac WLANs cannot support multi-user
volumetric video streaming even for low-quality videos; 2)
802.11ad mmWave WLANs can support a limited number of
users but still need to be further optimized to support more
users; 3) users share high viewport similarity when watching
volumetric videos, which can be utilized in the multicast
transmission to optimize the bandwidth requirement.
• In multi-user scenarios, the traditional viewport prediction
methods cannot be directly used as the users might occlude
the viewport of each other and affect the moving directions.
We aim to build a model for joint viewport prediction for
multiple users by incorporating their interactions. In addi-
tion, this multi-user viewport prediction could be used to
estimate the blockage events in mmWave WLANs, which
can enable a fast, cross-layer, proactive blockage mitigation.
• Building an efficient multicast system to stream volumet-
ric videos is challenging, and the directional communication
in mmWave can lead to unbalanced received signal strength
(RSS) that makes the multicast transmission over mmWave
even harder. We design a multicast scheme that selects user
groups with high viewport similarity to reduce the trans-
mission latency. Moreover, we employ a new custom beam
design scheme to overcome the unbalanced RSS problem.
Our preliminary results show that the new beam design can
effectively improve the multicast transmission performance
in mmWave WLANs.
• To adapt to the throughput fluctuations in mmWave
WLANs, we design a cross-layer bandwidth prediction scheme
by combining the data rate indicators from the physical layer
(blockage or mobility) and the application layer (buffer size
or throughput). The bandwidth prediction can guide the mul-
ticast scheduler to perform judicious actions (prefetching,
video quality adaptation, or beam switching) and offer high
quality of experience (QoE) for users.

We are currently working on realizing the above ideas and
integrating them into a holistic multi-user volumetric video
streaming system over mmWave WLANs.

2 RELATEDWORK
Multi-user AR, VR, and 360° Video Streaming. Recent
work has started to address the technical issues of supporting
multiple users for AR [22, 36], VR [13–15], and 360° video
streaming [3, 4, 20]. For example, SPAR [22] aims to reduce
the spatial inconsistency of visual content and high initial-
ization latency in multi-user AR scenarios by adapting the
communicated information to the positions of virtual objects.
Coterie [15] enables multi-user VR on commodity mobile
devices by exploiting the similarity of background content in
consecutive frames of the same user to reduce the bandwidth
consumption. Based on a simulation study, Bao et al. [3]
demonstrated the effectiveness of using multicast to trans-
mit the shared content in 360° videos to multiple users. To
the best of our knowledge, we are the first to investigate the
research challenges of multi-user volumetric video stream-
ing by jointly considering the unique features of volumetric
content and mmWave networks.
Volumetric Video Streaming. Existing work on volu-
metric video streaming has been centered around the single-
user scenario [6, 12, 19, 21, 34]. For example, ViVo [6] uti-
lizes viewport, distance, and occlusion optimizations to re-
duce the bandwidth requirement of mobile volumetric video
streaming. GROOT [12] presents a GPU-assisted point cloud
compression scheme to optimize the decoding latency of vol-
umetric content on mobile devices. VoluSR [34] is a recent
proposal that leverages 3D super-resolution to upsample
point clouds for improving user experience. Different from
the above work, we focus on multi-user volumetric video
streaming and propose a research agenda that benefits from a
cross-layer design by jointly optimizing mmWave networks
and volumetric content delivery.
mmWave WLANs. Blockage and mobility are two key
technical challenges in mmWave networks. A variety of
approaches have been proposed to tackle these problems
at the mmWave physical/MAC layer [8, 24, 25, 28, 29, 35].
Moreover, mmWave links have been leveraged to replace the
cables that connect high-end tethered VR devices and power-
ful graphics-rendering machines, by designing a mirror-like
transceiver to address the blockage problem [1]. In terms
of multicast over mmWave, Naribole et al. [17] proved its
feasibility for highly directional 60-GHz WLANs. In contrast,
we aim to address the practical challenges when utilizing
mmWave multicast for bandwidth-hungry multi-user vol-
umetric video streaming through a cross-layer design that
takes advantage of the plethora of existing work.

3 MOTIVATION
In this section, we first identify the challenges of support-
ing multiple users in volumetric video streaming, by experi-
mentally evaluating a prototype that extends ViVo [6], the
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Num.
of

Users

Per user
data rate
(Mbps)

FPS: Vanilla FPS: Multi-user ViVo
330K
points

430K
points

550K
points

330K
points

430K
points

550K
points

1 374 30 30 30 30 30 30
ac 2 180 21.5 17.4 14.1 30 28.5 21.9

3 112 13.6 10.9 8.4 19.2 17.7 13.6
1 1270 30 30 30 30 30 30
2 575 30 30 30 30 30 30
3 382 30 30 30 30 30 30

ad 4 298 30 29.3 21.8 30 30 30
5 231 27.4 21.6 18.0 30 30 29.3
6 175 19.8 16.5 13.2 30 27.5 21.2
7 144 16.8 13.5 11.2 27.0 22.9 17.2

Table 1: Performance of multi-user volumetric video
streaming with vanilla and ViVo [6] systems.

state-of-the-art volumetric video streaming system, for the
multi-user scenario. We then analyze the 6DoF viewport
trajectories from an IRB-approved user study that reveal
significant overlaps of volumetric content consumed by dif-
ferent users, which motivates our proposed research agenda.
Experimental setup. Our testbed consists of a content
server that hosts multiple volumetric videos. The server is
a machine running Ubuntu 18.04 and it also acts as an ac-
cess point (AP). It has both 802.11ac and 802.11ad wireless
interfaces. We use multiple laptops as the clients, which are
equipped with Intel i7 CPU (4 cores at 2.8GHz) and 8GB
RAM. This configuration is comparable to state-of-the-art
smartphones such as Samsung Galaxy S21 and is slightly
better than the Magic Leap One mixed reality headset, which
uses the NVIDIA Jetson TX2 hardware. We could not use
these mobile devices directly for our experiments because
they do not have an 802.11ad interface. Both the server and
the clients have an 802.11ad card with Qualcomm QCA9500
chipset supported by wil6210 [30] driver.

We use the soldier volumetric video released in the 8i dy-
namic voxelized point cloud dataset [11] as our video source.
This video was captured at 30 FPS. Due to the huge size of
point cloud data, we use the Draco library [5] from Google to
compress this video and reduce its bandwidth consumption
for streaming. We create three versions of this video with
different visual qualities, by varying the numbers of points
per frame. The version with the highest quality has, on av-
erage, 550K points per frame, which is the highest point
density that can be decompressed by Draco at 30 FPS on
the client laptops. Note that this point density doubles the
highest density of the volumetric videos used in ViVo [6].
The medium and low qualities have 430K points/frame and
330K points/frames, respectively. After the compression, the
bitrate of these different versions ranges from 235 to 364
Mbps. We implement two video players on the client laptops.
One is the vanilla system that fetches the entire point cloud
for each video frame, and the other implements the viewport,
occlusion, and distance optimizations in ViVo for reducing
the data usage. Next, we benchmark both the vanilla system
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Figure 2: Viewport similarity in multi-user volumetric
video streaming (a) over time, and (b) for different device
types, different partition sizes, and different group sizes.

and ViVo with the above three visibility-aware optimiza-
tions when they are used for supporting multiple users, by
measuring the maximum achievable frame rate.
Unicast over 802.11ac and 802.11ad for multiple users.
To examine the multi-user volumetric video streaming per-
formance, we deliver the same video content [11] from the
server to different numbers of concurrent users over either
an 802.11ac or 802.11ad networkwith unicast. On our testbed,
when serving a single user, the throughput is around 374
Mbps for 802.11ac and 1270 Mbps for 802.11ad mmWave
network. Table 1 shows the maximum achievable frame
rate (capped at 30 FPS) for different numbers of users when
streaming the volumetric video with different point densities.

We have the following key observations from Table 1. First,
when using 802.11ac, the vanilla system can support only
one user at 30 FPS, regardless of the video quality. When
multiple users watch the volumetric video simultaneously
over the same 802.11ac network, the maximum frame rate
drops below 30 FPS, which deteriorates the user experience.
ViVo can help only for the low-quality video, by adding one
more user. Second, as the mmWave 802.11ad network at 60
GHz can achieve much higher throughput than 802.11ac (e.g.,
higher than 1 Gbps without blockage), it can indeed increase
the number of concurrent users to three for the medium
and high quality videos and four for the low-quality video.
ViVo can further increase the number of users by one or
two, depending on the video quality. Third, the maximum
number of users that can be supported by ViVo at 30 FPS is
only four for the high-quality video. However, use cases such
as group-watching of sports events or AR-enhanced class-
room teaching may involve more users. This limited number
of users that can simultaneously watch high-quality volu-
metric content over an 802.11ac/802.11ad network with the
state-of-the-art system motivates us to explore the opportu-
nities for improving the performance and QoE of multi-user
volumetric video streaming.
Inter-user viewport similarity. Viewport similarity has
been leveraged for tile-basedmulti-user 360° video streaming,
for which the tiles in the overlapped viewport of multiple
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users will be delivered using multicast [3]. However, given
the 6DoF movement that is enabled by volumetric videos,
it is unclear whether there still exists significant viewport
similarity when multiple users consume the same volumetric
video in the 3D space. Thus, we investigated the viewport
trajectories collected from 32 participants when watching
several volumetric videos in an IRB-approved user study [6].
The 6DoF viewport trajectories were collected for all users
at 30 Hz during the viewing sessions. The participants were
divided into two groups, one using a smartphone and the
other using a Magic Leap One headset to watch the volu-
metric videos. We denote these two groups as PH and HM,
respectively.
To calculate the 3D viewport similarity for volumetric

video streaming between different users, we spatially parti-
tion the original point cloud into smaller “sub” regions called
cells, which has been used in viewport-adaptive volumetric
video streaming systems such as ViVo [6]. Each cell is in-
dependently prefetchable and decodable. We partition the
entire point cloud into cells of three sizes: 25×25×25 cm3,
50×50×50 cm3, and 100×100×100 cm3. After the partition, we
use frustum culling [26] to determine the cells overlapping
with the 3D viewport based on the position and orientation
of the user and calculate a visibility map that records the visi-
ble cells for each user. We then define the viewport similarity
of a group of users as the intersection over union (IoU) of
their visibility maps. For example, as shown in Fig. 1, if we
segment the video content into 8 cells, cells 1, 3, and 5-8 are
visible for User 1, and cells 1-4, 5, and 7 are visible for User
2. Thus, cells 1, 3, 5, and 7 will be needed for both users and
their viewport similarity (IoU) for this frame is 0.5.
We analyze the viewport similarity among all 32 partic-

ipants and make the following observations. First, there is
a significant viewport overlap between users, which means
there are indeed opportunities for using multicast to re-
duce the required bandwidth of multi-user volumetric video
streaming. Fig. 2a shows how the IoU changes when two
randomly selected users watch the same video (partitioned
into 50×50×50 cm3 cells). As we can see from this figure, User
0 and User 1 watch exactly the same content most of the
time. For User 3 and User 9, although the viewport similarity
is low initially, it increases to 1 towards the end of the video.
Second, viewport similarity is affected by many factors

including the device type, the segmentation granularity, and
the group size. Fig. 2b shows the CDF of the viewport sim-
ilarity (IoU) among all users for different settings. With a
headset (HM(2)-Seg(50cm)), there is less viewport similarity
among users because they can move relatively more freely
compared to watching the video on smartphones, which is
shown by the PH(2)-Seg(50cm) curve. In terms of segmenta-
tion granularity (HM(2)-Seg(50cm) vs HM(2)-Seg(100cm)),
the IoU between users decreases when the number of cells

increases with finer-grained segmentation. Furthermore, the
number of users that we consider also affects the viewport
similarity. As shown in Fig. 2b, when calculating the view-
port similarity for more users (HM(3)) in a group, the IoU
decreases as more users bring larger variations in their posi-
tions and orientations.

Motivated by the above preliminary results of multi-user
volumetric video streaming on 802.11ad mmWave networks
and the significant viewport similarity among users, we aim
to answer the following question in this paper: how to re-
duce the bandwidth requirement of multi-user volumetric
video streaming by exploring mmWave multicast through
cross-layer design? As we can see from Table 1, the band-
width reduction can either lead to more concurrent users or
improve the QoE for a given number of users.

4 RESEARCH AGENDA
4.1 Multi-user viewport prediction
Joint viewport prediction for multi-user. Exploiting
viewport similarity for multicast requires us to predict the
viewport for all users in advance. Existing works such as [6,
31] have shown that individual users’ 6DoF can be predicted
using linear regression or multilayer perceptron with high
accuracy in real-time. In multi-user scenarios, to predict the
viewport of all users together, it is intuitive to just combine
each of them and create a holistic view of viewport mobility
of all users.
However, depending on volumetric video usage in AR

or VR, it is possible that one user’s movement may affect
the viewport of other users. For example, when watching
volumetric videos in AR, one user can occlude the view of
another user. In such cases, it is necessary to adapt the exist-
ing models of viewport prediction to incorporate occlusions.
We will conduct more user studies for developing joint multi-
user viewport prediction models by considering the user
interaction. It will facilitate the mmWave channel estimation
under blockages/mobility and the multicast transmission
that leverages viewport similarity.
Viewport prediction for proactive blockagemitigation.
Human blockages can significantly reduce the data rate of
mmWave links and can even cause a complete outage of the
links. Reinitiating beam searching to find new beams to go
across the blockages will cause a delay of up to 5 to 20 ms.
This added latency can cause video stalls and a reduction in
video quality that adversely affects users’ QoE. Prior works
such as [28, 32] have proposed to use in-built sensors to pre-
dict user’s mobility and adapt mmWave beams accordingly.
However, in our multi-user scenario, one user can block the
mmWave link of another user and it is not sufficient to adapt
the mmWave beams to each user separately.
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With the customized beam design in multicast, we can efficiently transmit the overlapped cells between users. (e) Preliminary
performance of the multicast system with customized beams.
We will leverage our multi-user viewport prediction to

build a cross-layer proactive beam adaptation and block-
age mitigation scheme. The holistic view of the multi-user
viewport prediction available at the AP will be used to infer
possible blockages between users. Afterward, the AP can
estimate the data rate change under the potential blockages
for each link and can take one of many possible actions
at different layers proactively. It can prefetch the content
and schedule the future cells in the current time slot so that
when the blockage happens, it has already prefetched some
frames for rendering. In addition, the AP can adapt its beam
to the user with a reflection path without beam searching.
Therefore, the link blockage can be effectively mitigated.

4.2 Multicast with customized beam design
Multicast grouping with viewport similarity. Based
on the multi-user viewport prediction, we utilize multicast
to transmit overlapped content among users to reduce the
motion-to-photon latency. Specifically, we estimate the trans-
mission time of a frame to a user group k as𝑇𝑚 (k) = 𝑆𝑚k /𝑟

𝑚+∑ |k |
𝑖

(𝑆𝑖 − 𝑆𝑚k )/𝑟𝑖 where 𝑆
𝑚
k is the size of the overlapped cells

of user group k, and 𝑟𝑚 is the multicast data rate. 𝑆𝑖 and 𝑟𝑖
are the requested frame size and unicast data rate for user
𝑖 , respectively. The first part of the equation is the time to
transmit the overlapped cells with multicast while the sec-
ond part is the transmission time to stream the remaining
requested cells with default unicast among |k| users. We find
the group k among users with high viewport similarity to
satisfy the constraint of 𝑇𝑚 (k) <= 1/𝐹 where the 𝐹 is the
required frame rate. Specifically, the throughput improve-
ment made possible by multicast can be used to increase the
transmitted frame size 𝑆𝑖 (i.e., improve the video quality) or
to serve more users watching the volumetric content.
Multicast withmulti-lobe beams. A key challenge with
multicast is that the multicast data rate 𝑟𝑚 for a group is lim-
ited by the lowest achievable modulation coding scheme
(MCS) among all users of the group. Using this MCS guaran-
tees a reliable multicast received by all users. In mmWave
WLANs, it is challenging to cover multiple users of a group

using directional beams. If sufficiently high RSS cannot be
guaranteed for all members of the group, multicast may pro-
vide even worse performance than unicast.

To understand the performance of multicast in mmWave
networks, we first investigate the effectiveness of the default
beam codebook used in the commercial 802.11ad devices. We
use the viewport traces for multiple users (Section 3) and
measure the RSS for these users in our mmWave WLAN
testbed. Our mmWave testbed includes an 802.11ad router
from Airfide [2] with 8 phased antenna array patches (shown
in Fig. 3a) and multiple Acer laptops with 802.11ad interfaces.
We modify the open-source 802.11ad driver on the laptop
to extract the RSS, MCS, and beamforming information in
userspace. Fig. 3b shows the CDF of maximum RSS that could
be supported by the default codebook for multicast groups
of different sizes. We find that using the default codebook,
RSS of -68 dBm, which can provide approximately 384 Mbps
data rate necessary for 550K points quality, can be provided
for 96.5% positions for one user (no multicast), but only 79%
and 60% positions for two and three users, respectively, with
multicast. This is because the default codebook beams are
not specifically designed to support multicast and cannot
guarantee high RSS for all members in a multicast group.
To address the problem of poor and unbalanced RSS in

multicast provided by the default codebook, we design cus-
tomized multi-lobe beams that can provide high RSS to all
users of a given multicast group. The main idea is to create
customized beams by combining the antenna weight vectors
of beams pointing to individual users while constraining the
total transmission power. Assume the antenna weight vector
used for transmitting to User 1 is w1 and RSS is Δ1, and w2
and Δ2 are the weight vector and RSS for User 2, we define
the combined antenna weight vector for the new two-lobe
beam (shown in Fig. 3c) as w = 1

Δ1+Δ2
(Δ2w1 + Δ1w2). The

objective here is to design beams that can not only cover
the users of a group with high viewport similarity but also
provide higher common MCS supported by all members. We
note that we can use the predicted 6DoF motion information
at the server to select the individual beams and combined
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beams for the AP without beam searching. Moreover, our
custom beam design just requires the RSS value to normalize
the antenna weights, instead of the complete channel state
information (CSI) as in [8, 27] because the separated users
have independent receive chain.

To investigate the effectiveness of the proposed multi-lobe
beam design, we run the multicast for two users with our
custom beams and default beams in a commercial mmWave
channel simulator Remcom [23]. As shown in Fig. 3d, by
using the new combined weight, the two users can achieve
much higher common RSS values (in the circle), leading to
higher common MCS. We also notice that when both users
have high RSS, we should directly use the default common
beam that has already covered the users.
Lastly, we compare the unicast, multicast with default

beams, and multicast with custom multi-lobe beams in terms
of normalized throughput for the casewith two users (Fig. 3e).
We find that multicast with the default beams cannot always
improve the data rate but may in fact sometimes reduce the
data rate. This is due to the unbalanced RSS that reduces the
common MCS supported by the multicast group. However,
using multicast with our customized beams can effectively
increase the data rate and the performance gains can be
higher with more users in the multicast group.
4.3 Cross-layer video rate adaptation
To offer better QoE for multi-user volumetric video stream-
ing, we propose a cross-layer rate adaption scheme. We iden-
tify two important issues when exploring the design space.
First, how to accurately estimate the link bandwidth (the data
rate 𝑟𝑖 and 𝑟𝑚) for unicast and multicast transmissions? In
the multi-user scenario, an inaccurate bandwidth estimation
will affect the QoE for all users in the same multicast group.
To better adapt to network bandwidth changes, we aim to
utilize a cross-layer solution that combines the mmWave
channel information (e.g., RSS) with the application layer
information such as the buffer size of the video player [7].
Second, how to judiciously react to the bandwidth fluctu-
ation of mmWave links? The possible reactions include: 1)
prefetching more cells for a priority group of users with low
predicted bandwidth; 2) regrouping the multicast and unicast
transmissions to better utilize viewport overlaps and save
more bandwidth; 3) generating a new beam to cover a differ-
ent physical path to improve the channel quality. Our rate
adaptation scheme will intelligently select different solutions
according to the mmWave link status.

5 OPEN CHALLENGES
Viewport prediction for blockagemitigation. One key
challenge of using multi-user viewport prediction to predict
the blockage and throughput reduction is that blockage does
not always cause link outage [25]. This requires developing
a model to quantify the degradation of the link performance

with respect to different levels of blockage and integrating it
into the multicast scheduler.
Multicast with customized beams. Even though we
have shown the effectiveness of multicast with customized
beams, there are a few challenges in the design on COTS de-
vices. First, multi-lobe beams can cause interference between
users of the same group due to reflections from nearby ob-
jects. This means that we need to probe the newly designed
beam to verify that it will not cause too much interference be-
fore using it. Second, the imperfections in the antenna hard-
ware of COTS devices produce irregular patterns that can
reduce the effectiveness of custom beams. Lastly, the MAC
layer multicast implementation and multi-lobe beam design
need heavy engineering of the driver and the firmware.
Cross-layer video rate adaptation. In contrast to tradi-
tional video rate adaptation algorithms that are executed by
the players on the client side [9, 33], our proposed scheme
for multi-user volumetric video streaming is realized at a
central point (e.g., on an edge server). A key issue is that
the cross-layer approach to choose the proper video encod-
ing bitrates for multiple users leads to a much larger design
space when formulating the optimization problem, compared
to the conventional application-layer schemes that mainly
focus on a single user.
Multiple APs Coordination. To allow even more users
to watch volumetric content at the same time, there are op-
portunities to utilize multiple APs, each of which can serve a
specific multicast group separately. Thanks to the directional
nature of mmWave links, multiple APs could serve different
groups of clients concurrently to achieve high spatial reuse
[10, 35]. Expanding our system to multiple APs poses other
challenges including multicast grouping for different APs,
interference management between multi-lobe beams, and
control overhead associated with achieving the coordination.

6 CONCLUSION
In this position paper, we first show the challenges of using
current 802.11 WLANs to simultaneously stream volumetric
videos to multiple co-located users. Motivated by the 3D
viewport similarity that we identify from a trajectory trace
with 32 users, we then propose a holistic research agenda by
leveraging cross-layer design to improve the performance
and QoE of multi-user volumetric video streaming over cus-
tomized mmWave multicast. We conclude the paper with
several remaining open challenges for building a practical
system, which we hope could stimulate more discussion and
research on this topic.
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