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Goal

The <dynamic> converge to consensus quickly in <graphs>



Outline

• What is our model of <dynamic>?

• The <dynamic> reaches consensus quickly in complete graph?

• The <dynamic> reaches consensus quickly in 𝐺𝑛,𝑝?
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Iterative 3-majority [Doerr et al 11]

• Fixed a graph 𝐺 = (𝑉, 𝐸) opinion set 
{0,1}

• Given an initial configuration 
𝑋0:V ↦ {0,1}

• At round t, 
• A node v is picked uniformly at random

• Collects the opinion of 3 randomly chosen 
neighbors

• Updates 𝑋𝑡 𝑣 to the opinion of the 
majority of those 3 opinions.



Common Property

• Fixed a graph 𝐺 = (𝑉, 𝐸) opinion set 
{0,1}

• Given an initial configuration 
𝑋0:V ↦ {0,1}

• At round t, 
• A node v is picked uniformly at random

The update of opinion only depends on the 
fraction of opinions amongst its neighbors

𝑟𝑋𝑡−1 𝑣 =
1

7



Node Dynamic (𝐺, 𝑓, 𝑋𝟎)

• Fixed a graph 𝐺 = (𝑉, 𝐸) opinion set 
{0,1}, an update function 𝒇

• Given an initial configuration 
𝑋0:V ↦ {0,1}

• At round t, 
• A node v is picked uniformly at random

• 𝑿𝒕 𝒗 = 1w.p. 𝒇 𝒓𝑿𝒕−𝟏 𝒗 ; 

= 0 otherwise

𝑟𝑋𝑡−1 𝑣 =
1

7



Node Dynamic (𝐺, 𝑓, 𝑋𝟎)

• Fixed a graph 𝐺 = (𝑉, 𝐸) opinion set 
{0,1}, an update function 𝑓

• Given an initial configuration 
𝑋0:V ↦ {0,1}

• At round t, 
• A node v is picked uniformly at random

• 𝑋𝑡 𝑣 = 1 w.p. 𝑓 𝑟𝑋𝑡−1 𝑣 ; 

= 0 otherwise
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Outline

• What is our model of <dynamic>?

• The <dynamic> reaches consensus quickly in complete graph?

Which are similar to iterative majority, 3-majority 



A Warm-up Theorem

• Given a node dynamic (𝐾𝑛, 𝑓, 𝑋𝟎) over the complete graph. If 
the update function f is “rich get richer”, then the maximum 
expected consensus time𝑂(𝑛2)
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A Warm-up Theorem

• Given a node dynamic (𝐾𝑛, 𝑓, 𝑋𝟎) over the complete graph. If 
the update function f is “rich get richer”, then the maximum 
expected consensus time 𝑂(𝑛2)



Hitting Time

• (𝑋0, 𝑋1, . . . ) is a discrete time-homogeneous Markov chain 
with finite state space Ω and transition kernel 𝑃. 

• Hitting time for 𝐴 ⊂ Ω: 𝜏𝐴 = min{𝑡 ≥ 0 ∶ 𝑋𝑡 ∈ 𝐴}.



A Warm-up Theorem

• Given a node dynamic (𝐾𝑛, 𝑓, 𝑋𝟎) over the complete graph. If 
the update function f is “like majority”, then the maximum 
expected hitting time for consensus configuration is small
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A Conventional Approach for the Theorem

• Expected hitting time and potential function

• Guess a function 𝜓 (only depends on the number of 1)

𝜏𝐴 Expected hitting time for 𝐴 ⊂ Ω 𝜓 Potential function for 𝜏𝐴

∀𝑥 ∈ Ω, 𝐸[𝜏𝐴 x ] ≤ 𝜓 𝑥



Outline

• What is our model of <dynamic>?

• The <dynamic> reaches consensus quickly in complete graph?

• The <dynamic> reaches consensus quickly in 𝐺𝑛,𝑝?



The Main Theorem

• Given a node dynamic (𝐺, 𝑓, 𝑋𝟎) over 𝐺 ∼ 𝐺𝑛,𝑝 where 𝑝 =

Ω(1), and f be “smooth rich get richer”, the maximum 
expected consensus time is 𝑂(𝑛 log 𝑛) with high probability. 
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The Conventional Approach

• Expected hitting time and potential function

• Guess a function 𝜓 (only depends on the number of 1s)
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• Expected hitting time and potential function

• Guess a function 𝜓 (only depends on the number of 1s)

Observation 1

𝜏𝐴 Expected hitting time for 𝐴 ⊂ Ω 𝜓 Potential function for 𝜏𝐴

∀𝑥 ∈ Ω, 𝐸[𝜏𝐴 x ] ≤ 𝜓 𝑥



𝑥001 𝑥011

𝑥101 𝑥111

𝑥000 𝑥010

𝑥100 𝑥110

𝜓 𝑥001

𝜓 𝑥111

𝜓 𝑥000



Reduce to One Dimension

𝑥001 𝑥011
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𝜙 1
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𝜙 3



Observation 2

• Expected hitting time and potential function
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Observation 2

• Expected hitting time and potential function

• Construct a function 𝜓 (only depends on the number of 1s)
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Observation 2

• Expected hitting time and potential function

• Construct a function 𝜓 (only depends on the number of 1s)

𝜏𝐴 Hitting time for 𝐴 ⊂ Ω 𝜓 Potential function for 𝜏𝐴

∀𝑥 ∈ Ω, 𝜏𝐴 x ≤ 𝜓 𝑥

A system of linear inequalities with variable 𝜓 𝑥 𝑥∈Ω



Proof Outline

• Control the system of linear inequalities

• Construct 𝜙 𝑘 𝑘∈[𝑛] iteratively satisfying the system of 

linear inequalities.
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Reduce to one dimensional

Number of 1 = n/2

Number of 1 = 0 Number of 1 = 𝑛



Reduce to birth-death process

𝑝+(𝑥)

𝑝−(𝑥) 𝑝−(𝑥)

𝑝+(𝑥)
Number of 1 = n/2

Number of 1 = 0 Number of 1 = 𝑛



Proof Outline

• Control the system

– Drift: {𝑝+ 𝑥 − 𝑝−(𝑥)}𝑥∈Ω
– Non-laziness: {𝑝+ 𝑥 }𝑥∈Ω

• Construct 𝜙 𝑘 𝑘∈[𝑛] iteratively satisfying the system of 

linear inequalities.



Future Work

• Does iterative majority reach consensus fast in dense Erdős–
Rényi random graphs?

• Does iterative majority reach consensus fast in sparse Erdős–
Rényi random graphs? Or expander+?


