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## Inference Rules

## CHAPTER 3. PROOFS BY DEDUCTION

| Modus ponens: | $\begin{aligned} & \alpha \rightarrow \beta \\ & \alpha \end{aligned}$ | Modus tollens: | $\begin{gathered} \alpha \rightarrow \beta \\ \neg \beta \end{gathered}$ |
| :---: | :---: | :---: | :---: |
|  | $\beta$ |  | $\neg \alpha$ |
| $\wedge$ introduction: | $\alpha$ | $\wedge$ elimination: |  |
|  | $\beta$ |  | $\alpha \wedge \beta$ |
|  | $\alpha \wedge \beta$ |  | $\alpha[$ or $\beta$ ] |
| $\checkmark$ introduction: | $\alpha[$ or $\beta$ ] | $\checkmark$ elimination: | $\alpha \vee \beta$ |
|  |  | (Case analysis) | $\alpha \rightarrow \gamma$ |
|  | $\alpha \vee \beta$ |  | $\beta \rightarrow \gamma$ |
|  |  |  | $\gamma$ |
| $\neg \neg$ introduction: | $\alpha$ | $\neg \neg$ elimination: | $\neg \neg \alpha$ |
|  | $\neg \neg \alpha$ |  | $\alpha$ |
| $\leftrightarrow$ introduction: | $\alpha \rightarrow \beta$ | $\leftrightarrow$ elimination: | $\alpha \leftrightarrow \beta$ |
|  | $\beta \rightarrow \alpha$ |  | $(\alpha \rightarrow \beta) \wedge(\beta \rightarrow \alpha)$ |
|  | $\alpha \leftrightarrow \beta$ |  |  |
| Contradiction: | $\alpha$ | Tautology: |  |
|  | $\neg \alpha$ | (when $\alpha=$ IRUE) | $\alpha$ |
|  | FALSE |  |  |

Figure 3.1: Rules of Inference
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$p$
$q \vee p \quad(\vee$ introduction from line 1$)$
$p \wedge(q \vee p) \quad(\wedge$ introduction from lines 1 and 2)
Example: $p \wedge q \vdash p \wedge(q \vee r)$
$p \quad(\wedge$ elimination from line 1$)$
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## Assumptions

We can make assumptions in our proofs. They might be true, and they might be false. We denote this by indenting, and using [ ]
$\alpha_{1}$
$\alpha_{2}$
[ $\alpha_{3}$ ]
$\alpha_{4}$
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- $\alpha_{3}$ might or might not be true.
- $\alpha_{4}$ and $\alpha_{5}$ follow by inference rules, assuming $\alpha_{3}$ is true.
- $\alpha_{4}$ and $\alpha_{5}$ might also rely on $\alpha_{1}$ or $\alpha_{2}$. These are still true, with or without our assumption $\alpha_{3}$.
- if $\alpha_{6}$ is our theorem statement, it has to hold without any assumptions.
(It should not be indented!)
We can even have nested assumptions:
$\alpha_{1}$
$\alpha_{2}$
[ $\alpha_{3}$ ]
$\alpha_{4}$

$$
\left[\alpha_{5}\right]
$$

$$
\alpha_{6}
$$

$\alpha_{7}$
$\alpha_{8}$
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Example: $(p \rightarrow q) \rightarrow((p \wedge r) \rightarrow(q \wedge r))$

1. $\quad[p \rightarrow q]$
assumption
2. $[p \wedge r]$ assumption
3. $p$
4. $r$
5. $q$
6. $\quad q \wedge r$
7. $(p \wedge r) \rightarrow(q \wedge r)$
8. $(p \rightarrow q) \rightarrow((p \wedge r) \rightarrow(q \wedge r)) \quad \rightarrow$ introduction, from lines 1 and 7
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| :--- | :--- | :--- |
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contradiction, lines 1 and 2.
reduction to absurdity, lines 3 and 4 .
implication introduction, lines 2 and 5.

## Example

$((p \vee q) \wedge \neg p) \rightarrow q$

## Example

$$
[(p \vee q) \wedge \neg p]
$$

assumption

$$
((p \vee q) \stackrel{q}{\wedge \neg p) \rightarrow q}
$$

[^0]
## Example

$$
\begin{array}{ll}
{[(p \vee q) \wedge \neg p]} & \text { assumption } \\
p \vee q & \wedge \text { elimination }
\end{array}
$$

$$
((p \vee q) \wedge \stackrel{q}{\neg p) \rightarrow q}
$$

[^1]
## Example

| $[(p \vee q) \wedge \neg p]$ | assumption |
| :--- | :--- |
| $p \vee q$ | $\wedge$ elimination |
| $\neg p$ | $\wedge$ elimination |

$$
((p \vee q) \wedge \neg p) \rightarrow q
$$

[^2]
## Example

| $[(p \vee q) \wedge \neg p]$ | assumption |
| :--- | :--- |
| $p \vee q$ | $\wedge$ elimination |
| $\neg p$ | $\wedge$ elimination |

$$
p \rightarrow q
$$

$$
((p \vee q) \stackrel{q}{\wedge} \neg p) \rightarrow q
$$

$\rightarrow$ introduction

## Example

| $[(p \vee q) \wedge \neg p]$ | assumption |
| :--- | :--- |
| $p \vee q$ | $\wedge$ elimination |
| $\neg p$ | $\wedge$ elimination |

$$
p \rightarrow q
$$

$$
\begin{gathered}
q \rightarrow q \\
q \\
((p \vee q) \wedge \neg p) \rightarrow q
\end{gathered}
$$

$\rightarrow$ introduction

## Example

$$
\begin{aligned}
& {[(p \vee q) \wedge \neg p]} \\
& p \vee q \\
& \neg p
\end{aligned}
$$

assumption
$\wedge$ elimination
$\wedge$ elimination

$$
\begin{aligned}
& p \rightarrow q \\
& q \rightarrow q \\
& q \\
&((p \vee q) \wedge \neg p) \rightarrow q
\end{aligned}
$$

case analysis
$\rightarrow$ introduction

## Example

| $\begin{aligned} & {[(p \vee q) \wedge \neg p]} \\ & p \vee q \\ & \neg p \end{aligned}$ | assumption <br> $\wedge$ elimination $\wedge$ elimination assumption |
| :---: | :---: |
| $p \rightarrow q$ |  |
| $\begin{gathered} q \rightarrow q \\ q \\ ((p \vee q) \wedge \neg p) \rightarrow q \end{gathered}$ | case analysis $\rightarrow$ introduction |

## Example

| $[(p \vee q) \wedge \neg p]$ |  | assumption |
| :--- | :--- | :--- |
| $p \vee q$ |  | $\wedge$ elimination |
| $\neg p$ |  | $\wedge$ elimination |

$$
p \rightarrow q
$$

$$
\begin{gathered}
q \rightarrow q \\
q \\
((p \vee q) \wedge \neg p) \rightarrow q
\end{gathered}
$$

case analysis
$\rightarrow$ introduction

## Example

| $[(p \vee q) \wedge \neg p]$ |  | assumption <br> $p \vee q$ |
| :--- | :--- | :--- |
| $\neg p$ |  | $\wedge$ elimination |
|  |  | $\wedge$ elimination |


| $q$ | $\rightarrow q$ |
| ---: | :--- |
| $q$ |  |
| $((p \vee q) \wedge \neg p)$ | $\rightarrow q$ |

case analysis
$\rightarrow$ introduction

## Example

$$
\begin{array}{ll}
{[(p \vee q) \wedge \neg p]} \\
p \vee q \\
\neg p & \\
& \quad[p] \\
& \neg \neg q
\end{array}
$$

assumption
$\wedge$ elimination
$\wedge$ elimination
assumption
$[\neg q]$ assumption
False contradiction
reduction to absurdity
$p \rightarrow q$
$\begin{aligned} & q \rightarrow q \\ & q \\ &((p \vee q) \wedge \neg p) \rightarrow q\end{aligned}$
case analysis
$\rightarrow$ introduction

## Example



## Example



## Example



## Example


assumption
$\wedge$ elimination
$\wedge$ elimination
assumption
assumption
contradiction
reduction to absurdity
$\neg \neg$ elimination
$\rightarrow$ introduction
assumption
case analysis
$\rightarrow$ introduction

## Example

| $[(p \vee q) \wedge \neg p]$$p \vee q$ |  |  |  | assumption $\wedge$ elimination |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| $\neg p$ |  |  |  | $\wedge$ elimination |
|  |  | [p] |  | assumption |
|  |  |  | $[\neg q]$ | assumption |
|  |  |  | False | contradiction |
|  |  | $\neg \neg q$ |  | reduction to absurdity |
|  |  | $q$ |  | $\neg \neg$ elimination |
|  | $p \rightarrow q$ |  |  | $\rightarrow$ introduction |
|  |  | [q] |  | assumption |
|  |  | $q$ |  |  |
|  | $q \rightarrow q$ |  |  | $\rightarrow$ introduction |
|  | $q$ |  |  | case analysis |
| $((p \vee q) \wedge \neg p) \rightarrow q$ |  |  |  | $\rightarrow$ introduction |

## Example

$$
(p \rightarrow q) \leftrightarrow(\neg p \vee q)
$$

## Example

$$
(\neg p \vee q) \rightarrow(p \rightarrow q)
$$

$$
\begin{aligned}
& (p \rightarrow q) \rightarrow(\neg p \vee q) \\
& (p \rightarrow q) \leftrightarrow(\neg p \vee q)
\end{aligned}
$$

## Example

$$
[\neg p \vee q]
$$

assumption

$$
\begin{gathered}
p \rightarrow q \\
(\neg p \vee q) \rightarrow(p \rightarrow q)
\end{gathered}
$$

$$
\begin{aligned}
& (p \rightarrow q) \rightarrow(\neg p \vee q) \\
& (p \rightarrow q) \leftrightarrow(\neg p \vee q)
\end{aligned}
$$

$\rightarrow$ introduction
$\leftrightarrow$ introduction

## Example

$$
[\neg p \vee q] \quad[\neg p]
$$

## assumption

assumption

$$
\begin{gathered}
p \rightarrow q \\
(\neg p \vee q) \rightarrow(p \rightarrow q)
\end{gathered}
$$

$\rightarrow$ introduction

$$
\begin{aligned}
& (p \rightarrow q) \rightarrow(\neg p \vee q) \\
& (p \rightarrow q) \leftrightarrow(\neg p \vee q)
\end{aligned}
$$

## Example

$$
[\neg p \vee q]
$$

| $[\neg p]$ |  |
| :--- | :--- |
|  |  |
|  |  |
|  | $\neg p]$ |
| $p \rightarrow q$ | $q$ |

$$
\begin{gathered}
p \rightarrow q \\
(\neg p \vee q) \rightarrow(p \rightarrow q)
\end{gathered}
$$

[ $\neg q]$ assumption
False contradiction reduction to absurdity $\neg \neg$ elimination $\rightarrow$ introduction
$\rightarrow$ introduction
$(p \rightarrow q) \rightarrow(\neg p \vee q)$
$(p \rightarrow q) \leftrightarrow(\neg p \vee q)$
$\leftrightarrow$ introduction

## Example

$$
\begin{gathered}
p \rightarrow q \\
(\neg p \vee q) \rightarrow(p \rightarrow q)
\end{gathered}
$$

$$
\begin{aligned}
& (p \rightarrow q) \rightarrow(\neg p \vee q) \\
& (p \rightarrow q) \leftrightarrow(\neg p \vee q)
\end{aligned}
$$

$$
\begin{aligned}
& {[\neg p \vee q]} \\
& \text { [p] } \\
& \neg \neg q \\
& q \\
& p \rightarrow q \\
& \neg p \rightarrow(p \rightarrow q)
\end{aligned}
$$

assumption
assumption
assumption
assumption
contradiction
reduction to absurdity
$\neg$ ᄀelimination
$\rightarrow$ introduction
$\rightarrow$ introduction
$\rightarrow$ introduction
$\leftrightarrow$ introduction

## Example

$$
\begin{gathered}
p \rightarrow q \\
(\neg p \vee q) \rightarrow(p \rightarrow q)
\end{gathered}
$$

$$
(p \rightarrow q) \rightarrow(\neg p \vee q)
$$

$$
(p \rightarrow q) \leftrightarrow(\neg p \vee q)
$$

$$
\begin{aligned}
& {[\neg p \vee q]} \\
& \text { [p] } \\
& \neg \neg q \\
& q \\
& \neg p \rightarrow \underset{[q]}{\stackrel{p \rightarrow q}{q}}
\end{aligned}
$$

assumption
assumption
assumption
assumption
contradiction
reduction to absurdity
$\neg$ ᄀelimination
$\rightarrow$ introduction
$\rightarrow$ introduction assumption
$\rightarrow$ introduction
$\leftrightarrow$ introduction

## Example



## Example



## Example



## Example


assumption
assumption
assumption
assumption
contradiction
reduction to absurdity
$\neg \neg$ elimination
$\rightarrow$ introduction
$\rightarrow$ introduction assumption assumption
$\rightarrow$ introduction
$\rightarrow$ introduction
$\rightarrow$ introduction

$$
\begin{aligned}
& (p \rightarrow q) \rightarrow(\neg p \vee q) \\
& (p \rightarrow q) \leftrightarrow(\neg p \vee q)
\end{aligned}
$$

$\leftrightarrow$ introduction

## Example


assumption
assumption
assumption
assumption
contradiction
reduction to absurdity
$\neg \neg$ elimination
$\rightarrow$ introduction
$\rightarrow$ introduction assumption assumption
$\rightarrow$ introduction
$\rightarrow$ introduction
case analysis
$\rightarrow$ introduction

$$
\begin{aligned}
& (p \rightarrow q) \rightarrow(\neg p \vee q) \\
& (p \rightarrow q) \leftrightarrow(\neg p \vee q)
\end{aligned}
$$

## Example



## Example



## Example



## Example



## Example



## Example



## Example



## Example



## Example



## Example




[^0]:    $\rightarrow$ introduction

[^1]:    $\rightarrow$ introduction

[^2]:    $\rightarrow$ introduction

