Abstract—Time series classification has attracted much attention due to the ubiquity of time series. With the advance of technologies, the volume of available time series data becomes huge and the content is changing rapidly. This requires time series data mining methods to have low computational complexities. In this paper, we propose a parameter-free time series classification method that has a linear time complexity. The approach is evaluated on all the 85 datasets in the well-known UCR time series classification archive. The results show that the new method achieves better overall classification accuracy performance than the widely used benchmark, i.e. 1-nearest neighbor with dynamic time warping, while consuming orders of magnitude less running time. The proposed method is also applied on a large real-world bird sounds dataset to verify its effectiveness.

I. INTRODUCTION

The mining of time series data has drawn much interest as time series are everywhere in our daily lives. With the advance of technologies, for example the sensors are becoming more and more accurate and cheaper, large volumes of time series data exist in almost every discipline. This requires the data mining methods to have low computational complexities to handle the large data size.

Time series classification can be formulated as follows: given a set of labeled time series, predict the class labels of previously unknown instances. It is one of the most important research topics in time series data mining. There has been a lot of work on time series classification and most of the effort focuses on improving the classification accuracy. Recently, in [1] the authors conduct a comprehensive experimental comparison of the state-of-the-art time series classification methods, and all of them have super-linear time complexities. The best performing method in accuracy is the Collective of Transformation-based Ensembles (COTE) [2]. This method is an ensemble of 35 classifiers on different data transformations and has a time complexity of $O(n^2m^4)$, where $n$ is the number of training time series instances and $m$ is the length of the time series. This high time complexity makes it inapplicable to large data or real-time analytics where the model may need to be changed frequently.

Although there exists a wealth of work on time series classification, little work focuses on providing a linear time complexity solution. In this paper, we propose a parameter-free Bag-Of-Pattern-Features (BOPF) method for time series classification that has a linear time complexity on the number of training instances and on the length of time series ($O(nm)$). The new approach transforms the time series into the Bag-Of-Patterns representation [3] and considers the patterns in the representation as new features. Then a one-sweep incremental cross validation process is designed to select a subset of the features for effective classification. The centroids and term frequency-inverse document frequency (tf-idf) [4] weights of the new selected features are generated for fast classification.

The new BOPF method is evaluated on all the 85 datasets in the well-known UCR time series classification archive [5], and the results are compared with those of a widely used benchmark method, i.e. 1-nearest neighbor with Dynamic Time Warping (DTW) [6], which has a super-linear time complexity. For DTW, we use the state-of-the-art implementation, UCR-Suite, which is optimized for speed [7].

The experimental results show that the new approach has better overall accuracy performance than DTW while achieving orders of magnitude speedup in actual running time. Further experiments are carried out to verify the effectiveness of the designed mechanisms in the new method.

Xeno-canto [8] is a website that enables sharing of bird sounds across the world. People around the world record the bird sounds in the wild and upload the data to the website. Currently, the website has 359960 recordings covering 9742 species. We download 15 gigabytes of audio files from the website and use the Mel-Frequency Cepstral Coefficients (MFCCs) [9] to transform the audio files into time series data. The resulting time series dataset is much larger than any of the datasets in the UCR time series classification archive, and it is one of the largest datasets for time series classification to date. Using the proposed BOPF method, we achieve competitive classification results in very short time on this large dataset.

The rest of the paper is organized as follows. Section II provides the background and related work. Section III gives the details of our BOPF method. The experimental evaluation of the new method is presented in Section IV. Section V conducts a case study of the new method on the bird sounds data. Finally Section VI concludes the paper.

II. BACKGROUND AND RELATED WORK

A. Definitions and Notations

This subsection lists the definitions and notations used in the paper to precisely describe the problem at hand and present the new method.

Definition 1 Time Series $T$

A time series $T$ is a sequence of ordered real values $[t_1, t_2, \ldots, t_m]$, where $m$ is the length of the time series.
Definition 2 Subsequence S
A subsequence $S$ of length $l$ of time series $T$ is a sequence of contiguous values taken from $T$: $S = [t_i, t_{i+1}, \ldots, t_{i+l-1}]$, where $1 \leq i \leq m-l+1$ and $1 \leq l \leq m$. All the subsequences of a certain length from a time series can be extracted by sliding a window of the same length from the start point of the time series to the $(m-l+1)$th point.

Definition 3 Time Series Dataset $D$
A time series dataset $D$ is a set of time series $T_i$ with their respective class labels $y_i$, where $i = 1, 2, \ldots, n$ and $n$ is the number of instances in the set. Let $r$ denote the class value so $y_i = r_j$, $j \in \{1, \ldots, c\}$. $c$ is the number of classes and usually $c \ll n$. For convenience let $S_{TC}$ denote the set of time series having the same class label $C$.

B. Related Work

There has been a great amount of work on time series classification. The state-of-the-art techniques can be categorized in two groups. One group consists of whole series based methods. Most of the methods in this group adopt the $1$-nearest neighbor classifier with a certain distance measure for the comparison of time series. Existing research focuses on developing and applying alternative distance measures. Euclidean Distance (ED) is a classic distance metric for time series that has a linear computational time complexity. However, this measure does not consider the misalignment and phase-shift in the data, which are common phenomena in real-world time series. Thus, its classification performance is often inferior compared with other, elastic distance measures.

A widely used elastic distance measure is Dynamic Time Warping (DTW) [6]. It applies a dynamic programming process on the two time series under comparison to find an optimal alignment between the values in the two series. The $1$-nearest neighbor classifier combined with DTW is regarded as a hard-to-beat standard baseline [10]. The drawback of DTW is its quadratic time complexity, thus some speed-up techniques are developed. The UCR-Suite [7] leverages early abandoning and cascading lower bounds to speed up the computation of DTW. Other alternative distance measures include Weighted DTW [11], Time Warp Edit [12], and Longest Common SubSequence (LCSS) [13].

Another group of time series classification approaches are short-pattern based. This type of methods extract some short patterns from the time series and use them for classification. Some methods in this group are based on the concept of time series shapelets [14]–[18]. A shapelet is a subsequence in the time series that can best discriminate different classes [14]. In [14], all subsequences in the time series dataset are extracted as candidates and the distances from a candidate to all the time series are calculated. The subsequence with a maximum information gain on splitting the distance values of different classes is regarded as the shapelet. The shapelet is then embedded in a decision tree classifier as the split test for classification. In [16], shapelets are selected using ANOVA F values and in [17], shapelets are learned via optimizing a classification objective function.

Some other methods in the short-pattern group are based on the Bag-Of-Patterns (BOP) [3] representations. The BOP employs a sliding window to extract all the subsequences in the time series and transforms them into symbolic patterns (words). A histogram of the symbolic patterns is built to represent the high-level structure of the time series. Methods based on BOP include BOSS [19] and WEASEL [20].

Some approaches are proposed to promote the scalability of time series classification. Fast Shapelet [21] method transforms the real-value time series into a low-dimension symbolic representation using Symbolic Aggregation approXimation (SAX) [22]. A random projection and hashing process is devised to find the promising shapelet candidates in the symbolic space. In SAX-VSM [23] and BOSS VS [24], the term frequency-inverse document frequency (tf-idf) weighting scheme is used to speed up the classification process. Instead of building a BOP model for each time series, they construct one model for one class of time series, thus improving the speed. These methods show quite significant speed-up, but still none of them has a linear time complexity.

C. Bag-Of-Patterns Representation

Since our method is based on the BOP representation, this subsection briefly introduces this model. Figure 1 provides an example of transforming a real-valued time series into the BOP representation.

In Figure 1 (Left), first the subsequences (red) are extracted from the time series (blue) using a sliding window. In Figure 1 (Center) each of the subsequences is transformed into a symbolic pattern (SAX word) using the Symbolic Aggregation approXimation (SAX) technique [22]. Concretely, the subsequence is $z$-normalized and divided into $\omega$ segments (2 in our case). The mean values of each segment (the magenta and cyan horizontal line in the figure respectively) are calculated.

These mean values are mapped to symbols according to a set of break points (the grey lines in the figure) that divide the values into equal-probable regions. In our case the alphabet size $\alpha$ of the SAX transformation is 4 (with an alphabet of ‘a’, ‘b’, ‘c’ and ‘d’) and the subsequence is thus transformed to the word “bc”.

In Figure 1 (Right) the counting of all the words forms a histogram that is the BOP representation for the time series. In BOP, as the window slides across the time series, a sequence of words is generated. Only the first encounter of a certain word in the sequence is counted and the following duplicate words are ignored. This process is called numerosity reduction [3]. The sliding window length (subsequence length) $l$, the number of segments (word length) $\omega$ and the alphabet size $\alpha$ are parameters supplied by the user.

There are several advantages of using the BOP model over the raw time series. The averaging and symbolization process in BOP can filter out the noises in the time series, making the model robust. The original positions of the symbolic patterns
are not preserved in the model, thus the model provides invariance to the phase shifts in the time series.

III. BAG-OF-PATTERN-FEATURES

For clarity we first present the idea of our Bag-Of-Pattern-Features (BOPF) method with a concrete small example. Then the formal description of the algorithm will be given.

A. A Concrete Illustrative Example

Figure 2 shows the time series classification process on a dataset of 4 instances from 2 different classes. The time series are taken from the CBF dataset from the UCR time series classification archive. Two of the time series (blue) are from the class Bell (Figure 2 Left, the first two rows) and two (red) are from the class Funnel (Figure 2 Left, the last two rows).

In BOPF, the time series are first transformed to the BOP representations (Figure 2 Center). Each of the word in the BOP is regarded as a feature and the respective word count becomes the feature value. Then the centroids and term frequency-inverse document frequency (tf-idf) weights can be calculated (Figure 2 Right).

Let $C_T(w)$ denote the count of a word “$w$” in the BOP model of a time series $T$. For a given class $C$, $C_T(w)$ is the sum of $C_T(w)$ for all $T \in St_C$. Then the centroid value of a word “$w$” of a class $C$ is $\text{centroid}(w, C)$:

$$\text{centroid}(w, C) = \frac{C_T(w)}{|St_C|}$$  \hspace{1cm} (1)

The class centroid of a class $C$ is $\text{centroid}(C)$:

$$\text{centroid}(C) = (\text{centroid}(w_1, C), \ldots, \text{centroid}(w_p, C))$$  \hspace{1cm} (2)

where “$w_p$” is the $p$th word in the BOP representation. The approach in [23] [24] is adopted to calculate the tf-idf weights. The term frequency $tf(w, C)$ of a word “$w$” of a class $C$ is given by:

$$tf(w, C) = \begin{cases} 1 + \log(C_T(w)), & \text{if } C_T(w) > 0 \\ 0, & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)

The inverse document frequency $idf(w)$ measures the uniqueness of the word “$w$” belonging to a certain class:

$$idf(w) = \log(1 + \frac{c}{wc})$$  \hspace{1cm} (4)

where $c$ is the total number of classes and $wc$ is the number of classes that contain the word “$w$”. The tf-idf weight $tfidf(w, C)$ of a word “$w$” of a class $C$ is defined as:

$$tfidf(w, C) = tf(w, C) \cdot idf(w)$$  \hspace{1cm} (5)

The tf-idf weight of a class $C$ is $tfidf(C)$:

$$tfidf(C) = (tfidf(w_1, C), \ldots, tfidf(w_p, C))$$  \hspace{1cm} (6)

where “$w_p$” is the $p$th word in the BOP representation.

In the 1-nearest neighbor method, an unlabeled test instance is compared with all the $n$ labeled instances in the training set, thus having a complexity of $O(n)$ (assuming length is not considered here), whereas in BOPF, a test instance is compared with all the $c$ class centroids and tf-idf weights to determine its predicted labels. Since $c \ll n$, the complexity is reduced to $O(c) = O(1)$.

In the comparison between a BOP vector $Q$ and a class centroid vector $S$ of length $p$, the squared Euclidean distance is applied to measure their distance $D(Q, S)$:

$$D(Q, S) = \sum_{i=1}^{p} (q_i - s_i)^2$$  \hspace{1cm} (7)

The Squared Cosine similarity is adopted to compare a vector $Q$ and a tf-idf weight $S$:

$$SC(Q, S) = \left( \frac{Q \cdot S}{|Q||S|} \right)^2 = \frac{(\sum_{i=1}^{p} q_i s_i)^2}{\sum_{i=1}^{p} q_i^2 \sum_{i=1}^{p} s_i^2}$$  \hspace{1cm} (8)

In BOPF, instead of using all the features for classification, only a subset of features are selected. A one-sweep cross validation process is designed to select the features. First for each of the features, the ANOVA F value [25] is calculated. The result for our example is shown in Figure 3.

The ANOVA F value of a feature equals the mean squared variance of the feature values among different classes divided
Fig. 2. An illustrative example of the BOPF classification process. (Left) Time series from 2 classes. (Center) BOP representations of the time series on the left. (Right) The centroids and tf-idf weights of the two classes generated from the BOP representations.

Fig. 3. ANOVA F values for the features in the illustrative example.

by the mean squared variance within the same class. Thus a large F value indicates that the respective feature can discriminate different classes well. In our example the feature “da” only appears in the Bell class so it receives a large F value. Note that the F values for the features whose values are zero in all the instances are set to 0. We can store only the non-all-zero features to save space.

Assume there are k features with non-zero F values, then k times leave-one-out cross validation are performed. In the ith cross validation, all the training instances with their i best features (by F values we have calculated) are used. In our example, in the first round, only “da” is used to conduct the cross validation to receive a validation accuracy. Then the feature sets \{“da”, “bc”\}, \{“da”, “bc”, “ad”\}, \{“da”, “bc”, “ad”, “cb”\} are used sequentially. The feature set that generates the best validation accuracy is chosen as the Bag-Of-Pattern-Features. Larger size set is preferred when there is a tie.

In the cross validation process, the distance between an instance and the centroid vectors are calculated to decide the validation label of the instance. From equation (7), the distance can be computed incrementally. For instance, in our example and in the third round of cross validation, to calculate the distance between two vectors Q and S with feature set \{“da”, “bc”, “ad”\}, we can reuse the distance between Q and S with feature set \{“da”, “bc”\} that we got from the previous round. We can just calculate the squared difference of the two “ad” feature values and add it to the previous distance to get the new distance for the third round. Thus in this way, each of the feature value needs to be accessed only once during the
The same incremental calculation can also be applied when using the tf-idf weight according to equation (8).

When calculating the distance between an instance and the centroid that has the same label, as the instance’s feature values contributed to the calculation of the centroid values, the direct distance between them may contain bias. To eliminate this bias, the instance’s contribution part is deducted from the centroid before calculating their distance.

Figure 4 shows the result of the cross validation process on our illustrative example. The centroid-based leave-one-out cross validation accuracies on the feature sets {“da”}, {“da”, “bc”}, {“da”, “bc”, “ad”}, {“da”, “bc”, “ad”, “cb”} are 100%, 75%, 75% and 50% respectively. So only “da” is selected as the Bag-Of-Feature-Feature (Figure 4 Left). Figure 4 (Center) gives the results when using tf-idf and Figure 4 (Right) shows the final feature centroids and tf-idfs for the two classes.

When classifying a new unlabeled test time series, it is transformed to the BOP representation. Only the features we selected during the training phase are used. The test feature vector is compared to the learned class centroids or tf-idfs to determine its predicted label. Between centroid and tf-idf, we can pick the one that generated better cross validation accuracy.

In BOPF, α is set to 4 as the previous research suggests this value is suitable for most of the datasets [3] [22]. A grid search on the combinations of l and ω is performed to select the best values. The ω candidate set is \( w_l = \{3, 4, 5, 6, 7\} \) and the l candidate set is \( w_l = \{0.025, 0.05, 0.075, \ldots, 1\} m \), i.e. an arithmetic sequence from 0.025m to m with a common difference of 0.025m, m is the length of the time series. Duplicate values and values less than 10 are removed from \( w_l \). In total at most 200 ω and l combinations are tested.

The pseudo-code of BOPF is given in Algorithm 1. Given a training time series dataset \( D \) and a test time series \( Ts \), the algorithm returns the predicted label of \( Ts \) as output. Lines 1-13 are for the training phase and Lines 14-19 are for the testing phase.

### Algorithm 1 Bag-Of-Feature-Features (BOPF)

**Input:**
- \( D \): training time series dataset
- \( Ts \): time series to be classified

**Output:**
- \( h \): predicted label of \( Ts \)
- \( [T, Label] = \text{loadData}(D) \)
- \( [U, V] = \text{CumulativeSum}(T) \)
- for each \( \omega \in wd \) do
  - for each \( l \in w_l \) do
    - \( [F_1, T_{cen}(AC_1)] = \text{CV}_{cen}(T_{BOP}, Label) \)
    - \( [F_2, T_{t_{j}}f_{j}d_f, AC_2] = \text{CV}_{t_{j}f_{j}d_f}(T_{BOP}, Label, T_F) \)
    - \( Co_{cen}.\text{add}(\omega, l, F_1, T_{cen}(AC_1)) \)
    - \( Co_{t_{j}f_{j}d_f}.\text{add}(\omega, l, F_2, T_{t_{j}f_{j}d_f}, AC_2) \)
- end for
- end for
- \( Co = \text{Selection}(Co_{cen}, Co_{t_{j}f_{j}d_f}) \)
- for each \( co \in Co \) do
  - \( [\omega, l, F, T_{cen}(T_{j}f_{j}d_f)] = co.\text{extract}() \)
  - \( Ts_{BOP} = \text{BOP}(T_{s}, \omega, l) \)
  - \( H_{co} = \text{Classify}(T_{s}, F, T_{cen}(T_{j}f_{j}d_f)) \)
- end for
- \( h = \text{majorityVote}(H) \)

In Line 1, the dataset is loaded and the time series and labels are stored in \( T \) and \( Label \) respectively. Line 2 computes the cumulative sums \( U \) and \( V \) for calculating SAX words. Line 3-4 perform the grid search on \( \omega \) and \( l \) discussed before.
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    - \( [F_2, T_{t_{j}}f_{j}d_f, AC_2] = \text{CV}_{t_{j}f_{j}d_f}(T_{BOP}, Label, T_F) \)
    - \( Co_{cen}.\text{add}(\omega, l, F_1, T_{cen}(AC_1)) \)
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  - \( H_{co} = \text{Classify}(T_{s}, F, T_{cen}(T_{j}f_{j}d_f)) \)
- end for
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In Line 1, the dataset is loaded and the time series and labels are stored in \( T \) and \( Label \) respectively. Line 2 computes the cumulative sums \( U \) and \( V \) for calculating SAX words. Line 3-4 perform the grid search on \( \omega \) and \( l \) discussed before. Line

\( x \) is divided into \( \omega \) segments and each segment is transformed to a symbol. The normalized mean value of a segment

\[
y = \{i, \ldots, j\} \text{ is } \mu_y:
\]

\[
\mu_y = \frac{\sum_{i=j}^{j+1} x_i}{\sigma_x}
\]

Then \( \mu_y \) is compared to the fixed break points to receive the respective symbol [22].
5 transforms time series $T$ to its BOP representation $T_{BOP}$. The ANOVA F values for each word are calculated to $T_F$ in Line 6. In Line 7 the cross validation based on centroids is conducted. The selected features $F_1$, feature centroids $T_{cen}$, cross validation accuracy $AC_1$ and the respective $\omega$ and $l$ are stored to a combination set $Co_{cen}$ in Line 9. The same process with tf-idf is carried out in Lines 8 and 10.

In Line 13, the best (in validation accuracy) 30 (15\% out of 200) parameter combinations (denoted as $Co_1$) from $Co_{cen}$ are selected. The average accuracy (denoted as $AACo_1$) of the 30 validation accuracies is computed. Similarly $Co_2$ and $AACo_2$ from $Co_{tfidf}$ are received. If $AACo_1 > 0.7 \max(AACo_1, AACo_2)$, then $Co_1$ is selected for testing. Similarly if $AACo_2 > 0.7 \max(AACo_1, AACo_2)$, $Co_2$ is selected and added to $Co$ in Line 13.

In Lines 14-18, each of the combinations $co$ selected in Line 13 is used to transform the test series $Ts$ to its BOP representations $Ts_{BOP}$. The respective features $F$, centroid $T_{cen}$, and tf-idf weight $T_{tfidf}$ are used to predict the label $H_{co}$ of $Ts$. Finally in Line 19 the majority vote of $H$ is the output $h$ of the algorithm.

The design of taking the top performing parameter combinations and using them to produce a majority vote prediction aims at improving the test accuracy. The experiments in Section IV-C verifies the effectiveness of this strategy.

3) Time Complexity: In Algorithm 1, assume the number of instances is $n$ and the length of time series is $m$ in dataset $D$, the computation of cumulative sum is in linear time complexity ($O(nm)$). The number of grid search combinations is at most 200. Transforming the time series to BOP models takes $O(nm)$ time. Computing the ANOVA F values takes $O(n)$ time as the number of total features is fixed. With the incremental computation process introduced in Section III-A, the cross validation takes $O(n)$ time. So the total training time of BOPF is $O(nm)$.

To verify this theoretical result, BOPF is run on training sets with different numbers of instances and different lengths. The time series are taken from the StarLightCurves dataset in the UCR time series classification archive. The training time of fixing the length to 1000 and changing the instance number from 50 to 1000 is presented in Figure 5.

In Figure 5 the x-axis value of a red dot is the number of training instances and the y-axis value is the average training time of 10 runs on the respective training size. Linear regression curve fitting is performed on the data and the black line in the figure is the fit line. The $R^2$ value of the fitting, which is the coefficient of determination, is 0.99897. This value is very close to 1, indicating the two variables (training
time and training size) have a strong linear relationship.

The result of fixing the training instance size to 1000 and changing the time series length from 500 to 1000 is given in Figure 6. We start from the length of 500 as when the length is small, many of the subsequence lengths in \( \alpha \lambda \) are less than 10 and \( \alpha \lambda \) has many duplicate lengths according to the \( \alpha \lambda \) definition. These lengths are later removed from the \( \alpha \lambda \), making the training time irregular.

In Figure 6 as in Figure 5, linear regression curve fitting is performed. The \( R^2 \) value is 0.99335 which is very close to 1, indicating the training time and training instance length have a strong linear relationship.

From Algorithm 1, at most 60 parameter combinations are used for testing. The testing time complexity is dominated by the BOP transformation process, which takes \( O(m) \) time. So the total time complexity of Algorithm 1 is \( O(nm) \).

IV. EXPERIMENTAL EVALUATION

A. Experimental Setup

To evaluate the proposed approach, we test it on all 85 datasets in the widely used UCR time series classification archive [5]. The C++ source code of BOPF is available in [26]. The experiments are conducted on a batch-processing cluster [27]. A single core of AMD Opteron Processor 6276 (2299 MHz) and 16 GB memory are used. Note that the algorithms under comparison are all in the same language (C++) and are run under the same hardware condition and operating system. The running time of the algorithms is recorded by using the clock() function in C++.

B. Comparison between BOPF and Benchmarks

The 1-nearest neighbor classifier with Euclidean Distance (ED), 1-nearest neighbor with full size warping window Dynamic Time Warping (DTW) and 1-nearest neighbor DTW with the best warping window constraint selected from Cross Validation (DTWCV) are used as benchmarks. These methods are widely used benchmarks in time series classification and they are introduced in Section II-B. The DTW methods are speeded up by the state-of-the-art UCR-Suite [7].

The four methods are run on 85 datasets and the respective classification error rates and running time are recorded. Table I and II show the classification error rates of the four methods on the UCR archive.

Figure 7 shows the critical difference diagram [28] \((alpha = 0.05)\) for the testing error rates comparison. The values in the figure are the respective rank means (lower is better) and the approaches connected by a bold bar have no significant difference to each other. From the figure one can see that the overall classification performance of BOPF in classification accuracy is significantly better than ED and DTW, and slightly better than DTWCV. Performing the Wilcoxon signed rank test on the error rates data, the \( p \)-values between BOPF and ED, DTW, DTWCV are \( 1.5 \times 10^{-6} \), \( 1.8 \times 10^{-5} \), \( 2.3 \times 10^{-1} \) respectively. The conclusion drawn from these statistics coincides with that from the critical difference diagram.

The time complexity of DTWCV, DTW and BOPF are \( O(n^2m^2) \), \( O(nm^2) \) and \( O(nm) \) respectively. Their actual total running time on the 85 datasets are \( 1.70 \times 10^6 \), \( 9.67 \times 10^4 \), and \( 2.73 \times 10^3 \) seconds respectively. So BOPF is three orders of magnitude faster than DTWCV and one order of magnitude faster than DTW in actual running time.
TABLE I

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ED</th>
<th>DTW</th>
<th>DTWCV</th>
<th>BOPF</th>
</tr>
</thead>
<tbody>
<tr>
<td>50Words</td>
<td>0.369</td>
<td>0.31</td>
<td>0.235</td>
<td>0.308</td>
</tr>
<tr>
<td>Adiac</td>
<td>0.389</td>
<td>0.396</td>
<td>0.391</td>
<td>0.381</td>
</tr>
<tr>
<td>ArrowHead</td>
<td>0.2</td>
<td>0.297</td>
<td>0.2</td>
<td>0.24</td>
</tr>
<tr>
<td>Beef</td>
<td>0.333</td>
<td>0.367</td>
<td>0.333</td>
<td>0.3</td>
</tr>
<tr>
<td>BeetleFly</td>
<td>0.25</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
</tr>
<tr>
<td>BirdChicken</td>
<td>0.45</td>
<td>0.25</td>
<td>0.3</td>
<td>0.05</td>
</tr>
<tr>
<td>Car</td>
<td>0.267</td>
<td>0.267</td>
<td>0.233</td>
<td>0.267</td>
</tr>
<tr>
<td>CBF</td>
<td>0.148</td>
<td>0.003</td>
<td>0.006</td>
<td>0</td>
</tr>
<tr>
<td>ChlorineConcentration</td>
<td>0.35</td>
<td>0.352</td>
<td>0.35</td>
<td>0.444</td>
</tr>
<tr>
<td>CinC_ECG_torso</td>
<td>0.103</td>
<td>0.349</td>
<td>0.07</td>
<td>0.314</td>
</tr>
<tr>
<td>Coffee</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.036</td>
</tr>
<tr>
<td>Computers</td>
<td>0.424</td>
<td>0.3</td>
<td>0.38</td>
<td>0.308</td>
</tr>
<tr>
<td>Cricket_X</td>
<td>0.423</td>
<td>0.246</td>
<td>0.228</td>
<td>0.295</td>
</tr>
<tr>
<td>Cricket_Y</td>
<td>0.433</td>
<td>0.256</td>
<td>0.238</td>
<td>0.315</td>
</tr>
<tr>
<td>Cricket_Z</td>
<td>0.413</td>
<td>0.246</td>
<td>0.254</td>
<td>0.272</td>
</tr>
<tr>
<td>DiatomSizeReduction</td>
<td>0.065</td>
<td>0.033</td>
<td>0.065</td>
<td>0.049</td>
</tr>
<tr>
<td>DistalPhalanxOutlineAgeGroup</td>
<td>0.218</td>
<td>0.208</td>
<td>0.228</td>
<td>0.145</td>
</tr>
<tr>
<td>DistalPhalanxOutlineCorrect</td>
<td>0.248</td>
<td>0.232</td>
<td>0.232</td>
<td>0.212</td>
</tr>
<tr>
<td>DistalPhalanxTW</td>
<td>0.273</td>
<td>0.29</td>
<td>0.273</td>
<td>0.205</td>
</tr>
<tr>
<td>Earthquakes</td>
<td>0.326</td>
<td>0.258</td>
<td>0.258</td>
<td>0.183</td>
</tr>
<tr>
<td>ECG200</td>
<td>0.12</td>
<td>0.23</td>
<td>0.12</td>
<td>0.18</td>
</tr>
<tr>
<td>ECG5000</td>
<td>0.075</td>
<td>0.076</td>
<td>0.075</td>
<td>0.061</td>
</tr>
<tr>
<td>ECGFiveDays</td>
<td>0.203</td>
<td>0.232</td>
<td>0.203</td>
<td>0.017</td>
</tr>
<tr>
<td>ElectricDevices</td>
<td>0.45</td>
<td>0.399</td>
<td>0.375</td>
<td>0.468</td>
</tr>
<tr>
<td>FaceAll</td>
<td>0.286</td>
<td>0.192</td>
<td>0.192</td>
<td>0.204</td>
</tr>
<tr>
<td>FaceFour</td>
<td>0.216</td>
<td>0.17</td>
<td>0.114</td>
<td>0</td>
</tr>
<tr>
<td>FacesUCR</td>
<td>0.231</td>
<td>0.095</td>
<td>0.088</td>
<td>0.083</td>
</tr>
<tr>
<td>FISH</td>
<td>0.217</td>
<td>0.177</td>
<td>0.154</td>
<td>0.069</td>
</tr>
<tr>
<td>FordA</td>
<td>0.341</td>
<td>0.438</td>
<td>0.341</td>
<td>0.103</td>
</tr>
<tr>
<td>FordB</td>
<td>0.442</td>
<td>0.406</td>
<td>0.414</td>
<td>0.211</td>
</tr>
<tr>
<td>Gun_Point</td>
<td>0.087</td>
<td>0.093</td>
<td>0.087</td>
<td>0.02</td>
</tr>
<tr>
<td>Ham</td>
<td>0.4</td>
<td>0.533</td>
<td>0.4</td>
<td>0.305</td>
</tr>
<tr>
<td>HandOutlines</td>
<td>0.199</td>
<td>0.202</td>
<td>0.197</td>
<td>0.139</td>
</tr>
<tr>
<td>Haptics</td>
<td>0.63</td>
<td>0.623</td>
<td>0.588</td>
<td>0.578</td>
</tr>
<tr>
<td>Herring</td>
<td>0.484</td>
<td>0.469</td>
<td>0.469</td>
<td>0.406</td>
</tr>
<tr>
<td>InlineSkate</td>
<td>0.658</td>
<td>0.616</td>
<td>0.613</td>
<td>0.676</td>
</tr>
<tr>
<td>InsectWingbeatSound</td>
<td>0.438</td>
<td>0.645</td>
<td>0.422</td>
<td>0.443</td>
</tr>
<tr>
<td>ItalyPowerDemand</td>
<td>0.045</td>
<td>0.05</td>
<td>0.045</td>
<td>0.05</td>
</tr>
<tr>
<td>LargeKitchenAppliances</td>
<td>0.507</td>
<td>0.205</td>
<td>0.205</td>
<td>0.243</td>
</tr>
<tr>
<td>Lighting2</td>
<td>0.246</td>
<td>0.131</td>
<td>0.131</td>
<td>0.295</td>
</tr>
<tr>
<td>Lighting7</td>
<td>0.425</td>
<td>0.274</td>
<td>0.288</td>
<td>0.342</td>
</tr>
<tr>
<td>MALLAT</td>
<td>0.086</td>
<td>0.066</td>
<td>0.086</td>
<td>0.057</td>
</tr>
<tr>
<td>Meat</td>
<td>0.067</td>
<td>0.067</td>
<td>0.067</td>
<td>0.167</td>
</tr>
<tr>
<td>MedicalImages</td>
<td>0.316</td>
<td>0.263</td>
<td>0.253</td>
<td>0.428</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineAgeGroup</td>
<td>0.26</td>
<td>0.25</td>
<td>0.253</td>
<td>0.208</td>
</tr>
<tr>
<td>MiddlePhalanxOutlineCorrect</td>
<td>0.247</td>
<td>0.352</td>
<td>0.318</td>
<td>0.47</td>
</tr>
<tr>
<td>MiddlePhalanxTW</td>
<td>0.439</td>
<td>0.416</td>
<td>0.419</td>
<td>0.398</td>
</tr>
<tr>
<td>MoteStrain</td>
<td>0.121</td>
<td>0.165</td>
<td>0.134</td>
<td>0.082</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax1</td>
<td>0.171</td>
<td>0.21</td>
<td>0.189</td>
<td>0.237</td>
</tr>
<tr>
<td>NonInvasiveFatalECG_Thorax2</td>
<td>0.12</td>
<td>0.135</td>
<td>0.12</td>
<td>0.176</td>
</tr>
<tr>
<td>OliveOil</td>
<td>0.133</td>
<td>0.167</td>
<td>0.133</td>
<td>0.133</td>
</tr>
<tr>
<td>OSULeaf</td>
<td>0.479</td>
<td>0.409</td>
<td>0.388</td>
<td>0.202</td>
</tr>
</tbody>
</table>

Figure 8 (Figure 9) provides the pairwise running time comparison between BOPF and DTW (DTWCV) on the 85 datasets. Each dot represents a dataset and the x-axis value is the running time (in log-scale and milliseconds) of BOPF on the dataset. The y-axis value in Figure 8 (Figure 9) is the running time of DTW (DTWCV). The speed-up boundary lines are marked in the figures. From the figures and the raw data in [26], one observes that the larger the dataset is, the more speed-up one can receive from using BOPF.

The above experimental results indicate that BOPF can provide competitive classification results using quite a short time. In the situations where a linear time complexity is required, e.g. when dealing with large size datasets and when in real-time analytics, BOPF is considered as a good solution.
C. Effectiveness of Design Strategies

BOPF employs an incremental cross validation procedure to select a subset of features instead of using all of them. Also the top (30) parameter combinations are selected and used to predict the label with a majority vote. To verify the effectiveness of these strategies, 4 versions of BOPF are run on the 85 datasets and their classification performances are compared.

These versions are BOPF, BOPF using all the features (BOPF-all), BOPF using only the best parameter combination (BOPF-best) for prediction, BOPF with all the features and with only the best parameter combination for prediction (BOPF-all-best). Figure 10 presents the critical difference diagram for the comparison. The raw data is available in [26] and is not listed here due to the space limitation.

One can see from the figure that BOPF is significantly better than BOPF-all, which verifies the effectiveness of using a subset of features instead of using all of them. Comparing BOPF and BOPF-best, BOPF is significantly better. This indicates that using the top combinations to make a majority vote is superior to using only the best combination. BOPF-all-best is the worst version in the experiment, which coincides with the above discussion.

BOPF adopts a combination of feature centroids and tf-idf weights. To verify this design, 3 versions of BOPF are compared: BOPF, BOPF with only centroids (BOPF-centroid), and BOPF with only tf-idf (BOPF-tfidf). Figure 11 gives the critical difference diagram of the comparison and the raw data is in [26]. The overall performance of BOPF is superior to those of BOPF-centroid and BOPF-tfidf. This result shows that using the combination of centroids and tf-idf weights can generate better performance than just using a single method.

V. CASE STUDY

Xeno-canto [8] is a website of sharing bird sounds around the world. People across the world record the bird sounds in wild and upload the data to the website. We download 15 gigabytes bird sounds from the website and the birds are from two different orders, i.e. Charadriiformes and Piciformes respectively.

The Mel-Frequency Cepstral Coefficients (MFCCs) [9] is adopted to transform each audio file into a 13-dimension time series. We only use the second dimension data in this study and only the first 1000 points of the transformed time series is used. This results in a time series dataset of 24471 instances and 1000 length. This dataset is much larger than any of the 85 datasets in the UCR time series classification archive and is one of the largest datasets for time series classification to date. The labels of the time series are the orders of the birds that produce the sounds. One third of the instances in the
BOPF is run on this dataset to test its performance on large size data. Since the dataset is quite large, it is time-consuming to run super-linear time complexity algorithm on this dataset. So we just run the linear time complexity benchmark 1-nearest neighbor with Euclidean Distance (ED) for comparison. The same experimental settings described in Section IV is used.

The ED does not have training phase and it takes 428 seconds for the testing phase on the bird sounds dataset. Its testing error rate is 0.474. On the other hand BOPF spends 525 seconds for the testing phase on the bird sounds dataset. Its testing error rate is 0.384. So compared with ED, BOPF can achieve a much better classification accuracy result using comparable total running time on this large dataset. If only considering the testing time, which is in the situations where the model has been trained before, BOPF is even much faster than ED. The above results and analysis show the utility of BOPF when dealing with large size data.

VI. CONCLUSION

The era of big data calls for low time complexity data mining methods to cope with the huge-volume and fast-changing data. This paper propose a linear time complexity time series classification method Bag-Of-Pattern-Features (BOPF). The new method is parameter-free and the experiments on all the 85 datasets in the UCR time series classification archive show that the method can provide competitive results in a quite short time. Further experiments verify the effectiveness of the designs in BOPF. A case study on the bird sounds data shows the utility of the method on real-world large size data.

In the case study we apply MFCC to transform the audio files into 13-dimension time series and only 1 dimension of the data is used in our current study. A future direction is to generalize the method to deal with multivariate time series data and to see if using all the dimensions can improve the classification performance.
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