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Edit Distance

D> Edit Distance []
Edit Distance
Edit Distance

Edit Distance and DAG |:|
Chain Matrix
Multiplication

Chain Matrix
Multiplication
Chain Matrix
Multiplication

Transitive closure

Warshall’'s Algorithm

Warshall’'s Algorithm

Warshall’'s Algorithm |:|

All-pairs Shortest path
problem

Floyd's Algorithm
Floyd’s Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

Given two strings “Igorihten” and “algorithm”, can you tell how
similar these strings are?

Edit distance is the number of operations (deletions, insertions,
substitutions) that you can convert from one string to the other.

S — N O W Y — S N O W — Y
S U N N — Y S U N — — N Y
Cost: 3 Cost: 5

How do you compute the smallest edit distance between two strings”

— Brute force method? What's the time complexity?

— Greedy algorithm?

— Dynamic programming

Analysis of Algorithms
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Edit Distance

dit Distance O Observation: Given two stringse[1 - - - n] andy[1 - - - m]. No matter

D> Edit Distance

Edit Distance how we matche to y, at the end of the match, we can only have:
Edit Distance and DAG
Chain Matrix
Multiplication
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Transitive closure — Question Is it possiblex[n| matches tg/[i < m]? ory[m]

Warshall's Algorithm )
Warshall's Algorithm m atCh es ta [j < n] ?

Warshall's Algorithm

All-pairs Shortest path 0 Example: EXPONENTIAL vs. POLYNOMIAL

problem

Floyd's Algorithm . .

Floyd's Algorithm — What are possible endings?
Floyd's Algorithm

Travelling Salesman

Problem (TSP)

Travelling Salesman

Problem (TSP) — What are the subproblems we should consider?

Conclusion
Conclusion

— How do we get an optimal answer?
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Edit Distance

Edit Distance |:|
Edit Distance
D> Edit Distance

Edit Distance and DAG

Chain Matrix D
Multiplication

Chain Matrix

Multiplication

Chain Matrix
Multiplication

Transitive closure

Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm
Floyd's Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

Let E(4,j) be the edit distance for the subproblem of strings with

lengths:; and

E(,7) = min{E(i—1, j—1)+diff (z[d], y[j]), EGi—1,§)+1, E(i, j—1)+1}
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Edit Distance and DAG

SditDistance O Representing the problem as a DAG
E Ed-it Distance and DAG P O L Y N O M I A L

Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm
Floyd's Algorithm
Floyd's Algorithm

Travelling Salesman
Problem (TSP)
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Chain Matrix Multiplication

Edit Distance |:|

Edit Distance
Edit Distance
Edit Distance and DAG

Chain Matrix D
> Multiplication
Chain Matrix
Multiplication
Chain Matrix D
Multiplication
[]

Transitive closure

Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm
Floyd's Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

Given four matricesA[50 x 20], B[20 x 1], C[1 x 10], D[10 x 100],
we wish to computed x B x C' x D.

If we compute(((A x B) x C') x D), we will performz
multiplications?
What aboui(A x B) x (C x D))?

How do we find the best way to group matrices so that the number of

multiplications is minimized?

Brute force

Greedy algorithm

Dynamic programming
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Chain Matrix Multiplication

Edit Distance D

Edit Distance
Edit Distance
Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
> Multiplication
Chain Matrix
Multiplication
Transitive closure
Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path
problem
Floyd's Algorithm
Floyd’s Algorithm
Floyd's Algorithm
Travelling Salesman

Problem (TSP) []

Travelling Salesman

Problem (TSP) |:|

Conclusion
Conclusion

Dynamic programming and DAG

1. A pair of parentheses groups two matrices
2. The final matrix represents the root
3. Examplel((A x B) x C) x D)and((A x B) x (C x D))

So, our goal is to build an optimal binary tree
Given four matricesA[50 x 20], B[20 x 1], C'[1 x 10], D[10 x 100],
we wish to computed x B x C' x D.

1. Subproblems with two matrices:
2. Subproblems with three matrices:
3. Subproblems with four matrices:

Analysis of Algorithms

CS483 Lecture 08 — Dynamic Programming 02 trans —°



Chain Matrix Multiplication

Edit Distance
Edit Distance
Edit Distance
Edit Distance and DAG
Chain Matrix
Multiplication
Chain Matrix
Multiplication

Chain Matrix
> Multiplication
Transitive closure
Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path

O General cases: Give a list of matrices; }, C(¢, j) be the minimum
costofA; x --- A;, then

(j(i,j) = Inin_{(j(i,k)-+-(7(k-+—1,j)-+—Tni_1 -wzk-'npj}

1<k<j

O Example:A[50 x 20], B[20 x 1], C[1 x 10], D[10 x 100]

problem : " . . .
Floyd’s Algorithm 0 ] = 1 ] = 2 ] = 3 ] = 4 ] = 5
Floyd’s Algorithm .
Floyd’s Algorithm L=
Travelling Salesman 1 =
Problem (TSP)
Travelling Salesman 1 =
Problem (TSP)
Conclusion '[, =
Conclusion -
1 =
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Transitive closure

Ej': giS:ance [0 Transitive closure of a graph is a set of vertex pairs of algraymich can be
It DIstance .
Edit Distance connected by one or multiple paths
cot Disiance and DAG [0 We can represent the transitive closure using a matriXhe element,; ; is
LML o “1" if there are one or multiple paths between verticesd;.
ain Matrix
Multiplication [l Example:
Chain Matrix
Multiplication

> Transitive closure
Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm
Floyd's Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion

Conclusion [0 Can you design a brute force algorithm? What is its time conifyfex
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Warshall's Algorithm

Edit Distance
Edit Distance
Edit Distance

Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Chain Matrix
Multiplication
Transitive closure

> Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path
problem

Floyd's Algorithm
Floyd's Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

OO

Important observation: If there is a path franto z via s then there must be a
path froma to s and froms to z

Let A* be the optimal answer when we only allow the fitstodes to be
intermediate nodes in paths. We can compute the optimaieolior £ + 1
nodesA”* T efficiently

What isA°?

Fork > 0,

R | (A*[i, 4] = 1)
AT 2, j] = { Ak[i, k] and Ak[k,j] (otherwise)
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Warshall's Algorithm

Edit Distance
Edit Distance
Edit Distance

Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Chain Matrix
Multiplication
Transitive closure
Warshall's Algorithm
> Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path
problem

Floyd's Algorithm
Floyd's Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

0 Example:

via 0

via A
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Warshall's Algorithm

Edit Distance [] Algorlthm

Edit Distance

Edit Distance Algorithm 0.1: WARSHALL(A[L---n])
Edit Distance and DAG
Chain Matrix
Multiplication for 1 «— {1 ce n}
Chain Matrix .
Multiplication fOr ] {]. s ’I’L}

Chain Matrix

Multiplication dO dO for k t {1 T ’I’L} L ) L

Transitive closure do A*[i, j] «— (A" '[i, k] and A" [k, 5]) or A" 13, 5]
Warshall's Algorithm

Warshall's Algorithm .
> Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm ]
Floyd's Algorithm

Floyd's Algorithm

Travelling Salesman

Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

Time complexity?
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All-pairs Shortest path problem

Edit Distance
Edit Distance
Edit Distance

Edit Distance and DAG
Chain Matrix
Multiplication
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Transitive closure

Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm
Floyd's Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

[ In this problem we want to find the shortest paths connectingpasible pairs

of vertices of a graph

0 Example:

[0 Whatis the brute force algorithm and its time complexity?
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Floyd’s Algorithm

Edit Distance |:|
Edit Distance
Edit Distance D

Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Chain Matrix
Multiplication
Transitive closure
Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path

A.k.a. Floyd-Warshall algorithm (or the Roy-Floyd algonth
Robert Floyd (1936-2001)

problem
> Floyd's Algorithm -
Floyd's Algorithm '
Floyds Algorithm (Robert Floyd, 1972, from http://sigact.acm.org/floyd/)
Pabem e [0 The algorithm is very similar to Warshall’s algorithm
P e eman [0 Basicidea Let A*~! be the optimal answer when we only allow the first
Conelusion k — 1 nodes to be intermediate nodes in paths. We can compute tingabp
Conelusion solution fork nodesA* efficiently
ke
dist(i, k,k— 1)
; dist(k,j, k—1)
dist(i,j,k — 1) 7
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Floyd’s Algorithm

Edit Distance

Edit Distance

Edit Distance

Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Chain Matrix
Multiplication
Transitive closure
Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path
problem

Floyd's Algorithm

> Floyd's Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

O Example:

via A
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Floyd’s Algorithm

Edit Distance [] Algorlthm

Edit Distance

Edit Distance Algorithm 0.2: FLOYD(A[1 - - - n))
Edit Distance and DAG
Chain Matrix

Multiplication for 1 «— {1 ce n}
Chain Matrix

Multiplication for .] — {1 e ’I’L}
Muiiplcation do ¢ o ffork—{1---n}
do A*[i, ] « min{ (A" '[i, k] + A" [k, 5]), A" i, 4]}

Transitive closure
1

Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm ]
Floyd’s Algorithm

> Floyd's Algorithm

Travelling Salesman

Problem (TSP)

Travelling Salesman

Problem (TSP)

Conclusion
Conclusion

Time complexity?
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Travelling Salesman Problem (TSP)

Edit Distance
Edit Distance
Edit Distance

Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Chain Matrix
Multiplication

Transitive closure

Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm

All-pairs Shortest path
problem

Floyd's Algorithm
Floyd’s Algorithm
Floyd's Algorithm

Travelling Salesman
> Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
Conclusion

O Problem: Find the shortest path from to A by visiting each vertex
exactly once

[l

Brute force:

Greedy:

Dynamic programming:

Analysis of Algorithms
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Travelling Salesman Problem (TSP)

P 0 Given a graph witm nodes and starting vertex is 1.

Edit Distance

Edit Distance |:| A|g0rlthm

Edit Distance and DAG

Chain Matrix Algonthm 03 FLOYD(A[l © n])

Multiplication
Chain Matrix

Multiplication for S «—— {2 .. n}

Chain Matrix

Multiplication for all subsetss C {1,2,--- ,n} of sizes and containing

Transitive closure

Warshall’sAIgorithm dO dO fOr ] E S and] # 1
Warshall's Algorithm do C(S, ]) — mlnzes,@#J{C(S L {]}7 Z) ‘l‘ d@j}

Warshall's Algorithm

All-pairs Shortest path 1
problem

Floyd's Algorithm
Floyd’s Algorithm
Floyd's Algorithm

Travelling Salesman ] T| me com p | exﬂ_y')

Problem (TSP)
Travelling Salesman
> Problem (TSP)

Conclusion
Conclusion
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Conclusion

Edit Distance 0 Now you should understand these (better):

Edit Distance
Edit Distance

Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Chain Matrix
Multiplication

Transitive closure
Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path

My HoBay:

EMBEDDING NP-(DMPLETE PROBLEMS IN RESTAURANT ORDERS

CHOTCHRKIES RESTAUMIT

WED LIKE EXACTLY §15.05

WORTH OF APPETIZERS, PLEASE.
«— APPENZERS —— | . EXACTLY?  UHA ...
MIXED FRUIT A5 HERE, THESE PAPERS ON THE KNBPSACK }
PROBLEM MIGHT HELP YOU OUT.
FRENCH FRIES 275 \ LISTEN, I HAVE S1x OTHER
CIDE SALAD 335 TABLES T0 GET T0—
HoT WINGS 3.55 SOMETHING ON TRAVELING SALESHAN?

MozzAREUA STICKS 420
SAMPLER PLATE 5.80

—AS FRST A POSSIBLE, (F (TURSE. WRNT/

LY
LTIty

problem DRADRENTE rion
Floyd's Algorithm
Floyd's Algorithm NP-Com plete
Floyd’s Algorithm BRUTE -FORCE DYNAMIC s
Travelling Salesman SOLUTION: ;Réggﬂmﬁ;g\lﬁ SE[‘UBG(?N)EB‘ :
Problem (TSP) 0 (nl.) O (n27"
Travelling Salesman (” ) STILL \GRKING
il (V) ON YOUR ROUTE?
> Conclusion \
Conclusion -~

SHUT THE

HEW VR

Travelling Salesman Problem
(from Randall Munroe, creator of xkcd)
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Conclusion

Edit Distance

Edit Distance

Edit Distance

Edit Distance and DAG
Chain Matrix
Multiplication

Chain Matrix
Multiplication

Chain Matrix
Multiplication
Transitive closure
Warshall's Algorithm
Warshall's Algorithm
Warshall's Algorithm
All-pairs Shortest path
problem

Floyd's Algorithm
Floyd’s Algorithm
Floyd's Algorithm
Travelling Salesman
Problem (TSP)

Travelling Salesman
Problem (TSP)

Conclusion
> conclusion

We have solved the following problems using dynamic programming

Longest increasing sequence

Binomial coefficients ofa + b)™ (Pascal’s triangle)
Knapsack problem

Edit distance

Matrix multiplication chain (optimal binary tree)
Transitive closure (Warshall's algorithm)

All pairs shortest paths (Floyd’s algorithm)

TSP

It is usually more difficult to represent a problem as a set of
sub-problems
Next couple of weeks: Linear programming.
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