
CS583 Lecture 03
Sorting&Order Statistics

Jyh-Ming Lien

some materials here are based on Prof. Shehu, and Prof. Wang’s past lecture notes



Heap Sort
• What is a heap? What is NOT a heap?



Heap Sort
• Heapfy



Heap Sort
• build a heap: A={4,1,3,2,16,9,10,14,8,7}



Heap Sort
• Extract max

- swap the first and the last elements

- heapfy

• Insert a new value

- append the new value

- heapfy

• update the value of a node

- change the value

- heapfy



Heap sort
• heap sort

- build a heap

- extract max n-1 times

• Sort A=[1,2,3,4,7,8,9,10,14,16]

• time complexity?



Quick sort
• divide-and-conquer (similar to merge sort)

- more sophisticated split

- very simple merging



Quick sort
• partition

- move everything smaller to the left

- more everything larger to the right

• example: sort A=[1,2,3,4,7,8,9,10,14,16]



Quick sort
• in-place partition



Quick sort
• in-place partition



Quick sort
• Time complexity

- best case

- worst case



Quick sort
• randomization

- pick the pivot at random

• what is the consequence of this?



Lower bound
• Lower bound on comparison-based sorting

• There are n! possible permutations



Linear time sorting
• counting sort

• time complexity



Counting sort
• step one

- A=[2,5,6,0,2,3,0,3]

- C=

• step two

- C=

• step three

- C=

- B=



Radix sort
• sort bit by bit (or digit by digit)

• example: 329, 457, 657, 839, 436, 720, 355

• time complexity=



Bucket sort
• assume the values in A are between 0 and 1

• time complexity

- expected complexity for each bucket is 
O(2-1/n)



Bucket sort
• example



Order Statistics
• find max, find min

- find min

- find max

• find k-th smallest

• example: 5, 9, 13, 1, 11, 9 ,12, 30, 29, find the 
4th smallest value



Order Statistics
• random select

• What is the time complexity?



Order Statistics
• deterministic select



Order Statistics
• deterministic select

• What is the time complexity?



Order Statistics

So


