1. (5) When an adjacency-matrix representation is used, most graph algorithms require time $\Omega(V^2)$, but there are some exceptions. Show that determining whether a directed graph $G$ contains a universal sink vertex with in-degree $|V| - 1$ and out-degree 0 can be determined in time $O(V)$, given an adjacency matrix for $G$.

Solution:
Universal sink is a vertex that has out degree zero, i.e. there are no edges going out of that node and all vertices have edges to it. That corresponding row of that vertex in the adjacency matrix will have all zeros and the column of that vertex has all one’s expect at the diagonal. If we encounter the row with all zero’s, we can then check by traversing the first column in $O(V)$ time and see if it has all 1’s. If so then node 1 is a universal sink, otherwise the graph has no universal sink. The algorithm terminates once we find a row of all zero’s whether that row represents a universal sink or not, thus guaranteeing $O(V)$ running time.

Now suppose that we start traversing the adjacency matrix with the first row. If there are no 1’s encountered that we check the first column and if it has all 1’s then the vertex 1 is universal sink. Otherwise we stop at first 1 we encounter, say at $k$ position, then we know that the vertices 1 to $k-1$ cannot be universal sinks because vertex 1 has no edge to them, this takes $O(k)$ steps. Then we can continue on row $j$ and do the same as for the first row.

We begin examining the next available row $j$ and follow a procedure similar to the first row. If no 1 is encountered, we test the $j^{th}$ column for 1’s and terminate as explained above. If a 1 is encountered after $m$ zero’s then we can eliminate these $m$ nodes from being universal sink. Thus, it can be claimed that we have eliminated $k+m$ nodes in $O(k+m)$ time. Repeating the above procedure, examining one row at a time from vertices that have not yet been eliminated, we can find whether a universal sink exist or not. Thus, finding whether a graph has a universal sink or not, can be determined in $O(V)$ time.

2. (3) We covered two routines for graph traversal - DFS(G) and BFS(G, s) - where G is a graph and s is any node in G. These two procedures will create a DFS tree and a BFS tree respectively. Show that if $G = (V, E)$ is a connected, undirected graph then the height of DFS(G) tree is always larger than or equal to the height of any of the BFS trees created by BFS(G, s).

Answer:
If we assume that DFS can start from any arbitrary node, we pick the center node. For BFS we pick any of the boundary nodes. In this case the height of DFS tree is 1, whereas the height of BFS tree is 2. The example above is an counter example to the statement.

For the part when we assume that they star at the same node, we can proof the statement as follows.
Let \( h_{BFS(G,s)}(v) \) be the height of a node in a tree created by breadth first search of the graph \( G \) starting at node \( s \). And let \( h_{DFS(G,s)}(v) \) be the height of a node in a tree created by depth first search of \( G \) starting at \( s \). We start with \( h_{BFS(G,s)}(s) = h_{DFS(G,s)}(s) = 0 \). In either search, whenever a node \( p \) is used to discover a node \( c \), we have \( h(c) = h(p) + 1 \).

One way to approach the proof is to first show that \( h_{BFS(G,s)}(v) = \text{shortest}(s,v) \) is the length of the shortest path from \( s \) to \( v \). Then, since \( h_{DFS(G,s)}(v) \) is the length of some path from \( s \) to \( v \), \( h_{DFS(G,s)}(v) \geq h_{BFS(G,s)}(v) \).

To show that BFS gives the shortest path, consider, as a potential contradiction, that there exists a node for which this is not true. Let \( a \) be a node such that \( h_{BFS(G,s)}(a) > \text{shortest}(s,a) \). (Note the >.) We do not need to consider the < case as \( h \) cannot be smaller than the shortest path.) Furthermore, let \( a \) be the closest node to \( s \) for which this holds, where closest means having the smallest length \( \text{shortest}(s,a) \). Now consider a path of length \( \text{shortest}(s,a) \) from \( s \) to \( a \), and consider the node \( n \) just before \( s \) in the path, so that the last edge of the path to \( a \) is from \( n \) to \( a \). We know that \( \text{shortest}(s,n) + 1 = \text{shortest}(s,a) \). Consider the possibilities for \( a \) when \( n \) is explored by BFS.

(a) If \( a \) was not yet discovered, then it is discovered by \( n \) and \( h_{BFS(G,s)}(a) = h_{BFS(G,s)}(n) + 1 = \text{shortest}(s,n) + 1 \) contradicting \( h_{BFS(G,s)}(a) > \text{shortest}(s,a) \).

(b) If \( a \) was discovered but not yet explored, then there it was discovered by some node \( m \) that was discovered and explored before \( n \) and so we would have \( h_{BFS(G,s)}(m) \leq h_{BFS(G,s)}(n) = \text{shortest}(s,n) \) and \( h_{BFS(G,s)}(a) \leq h_{BFS(G,s)}(m) + 1 \leq \text{shortest}(s,n) + 1 \), contradicting \( h_{BFS(G,s)}(a) > \text{shortest}(s,a) \).

(c) If \( a \) was discovered and explored before \( n \) then \( \text{shortest}(s,n) = h_{BFS(G,s)}(n) \geq h_{BFS(G,s)}(a) \) contradicting \( h_{BFS(G,s)}(a) > \text{shortest}(s,a) \).

To see that \( h_{DFS(G,s)}(v) \) is the length of a path from \( s \) to \( v \), construct a path back from \( v \) to the node that discovered it during DFS, and continue adding the node that discovered that node until reaching \( s \). This path is at least as long as the shortest path, and \( h_{DFS(G,s)}(v) \) is the length of this path, so \( h_{DFS(G,s)}(v) \geq \text{shortest}(s,v) = h_{BFS(G,s)}(v) \).

3. (9) For the following problem, use the directed unweighted graph given by the following adjacency list. Be sure to consider the edges in the given order.

A: C E B
B: E D
C: E
D: C F E
E: F
F:

(a) For the source vertex \( s = A \) what is the order in which the vertices are visited by BFS (breadth first search)? Also, show the breadth-first search tree that you obtain.

(b) What is the order in which the vertices are visited by DFS (depth first search)? You should assume that the top-level DFS procedure visits the vertices in alphabetical order. Set up a global counter which gets incremented every-time when the vertex if first explored or is finished being explored. For each vertex give the discovery and finishing time.

(c) Suppose that this graph is a precedence graph. Using your work above either give a valid order in which to perform the tasks (call them task A, task B, . . ., task F) or prove that there is no valid order.

BFS and DFS trees are below:

(b) The order in which the vertices are visited in DFS is as follows A (1/12, B(2/11), D(3/10), E(4/7), F(5/6), C(8/9), where in the parenthesis are the times when the vertex was first explored / when it finished exploring.
(c) The valid order is the order of the vertices is the order using reverse finishing times. The valid precedence order can be also determined using topological sort and is A, B, D, C, E, F.

4. (5pt) Chapter 3.2 (discuss the solution using one the graph traversal algorithms BFS or DFS). (the answer is provided below).

Answer: Assume that the graph is connected. Starting from arbitrary node $s$, obtain BFS tree $T$. If every edge $e$ in $G$ that appears in the tree, then $G = T$, so $G$ contains no cycles. Otherwise, there is some edge $e = (u, w)$ that belongs to $G$ but not $T$ connecting the nodes within the same level or to some of the ancestors of $u$. If such edge exists there is a cycle. The cycle can be printed by tracing all the ancestors of that node along the path in the BFS tree. To do that you may need to associate an additional field `node.parent` with each node. This can be done in $O(m + n)$ time.