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Abstract— Delay tolerant networks (DTNs) are a class of we provide flexible routing schemes in CERM and analytical
networks that experience frequent and long-duration parttions  results for basic routing schemes to gain an understanding
due to sparse distribution of nodes. DTN multicasting is a j, mylticast schemes and to achieve desired tradoffs betwee

desirable feature for applications where some form of grougzom- d deli f
munication is needed. The topological impairments experigced resource usage and message daelivery periormance.

within a DTN pose unique challenges for designing effectivBTN Although multicasting, or routing in general, has been
multicasting protocols. In this paper, we examine multicating in ~ studied extensively for the Internet and mobile ad hoc net-
DTNs using controlled flooding schemes. Specifically, we alyae works (MANETS), routing in DTNs remains to be challenging

basic multicast routing schemes for fundamental performace problem due to long delays and frequent partitions. Sinegeth

metrics such as message delivery ratio, message delay, andfer . . .
occupancy. Further, we study the effects of different conmlled MaY Not exist an end-to-end path in DTNs, both proactive

Ep|dem|c routing schemes using TTL and message expiration and reaCtiVe routing SChemeS fa” to WOI’k. Proactive I’(gjtin
times. We provide analytical results for performance metrcs and schemes, where nodes try to keep up to date routing infor-
perform extensive evaluations of our proposed methods. Our mation for other nodes, may fail to converge while producing
experiments show that our analytical results are accurate @ 5 |6t of periodic update packets. In reactive routing scheme
that with careful protocol parameter selection it is possilke to . S . .
achieve high delivery rates for various system scenarios. Where r_outlng information is O_bta'_ned on demand'_ nodes mail
fail to find a path to the destination. However, this does not
|. INTRODUCTION mean that the packets cannot be delivered to the destination
Delay tolerant networks (DTNs) are a class of emergirgue to node mobility, different links come up and down over
networks that experience frequent and long duration j@mst time, enabling nodes to achiewvaventual delivery through
[5]. In such networks, an end-to-end path between the soustere-carry-and-forward approach, which uses buffers to hold
and the destination may never exist. With the increased fusetlee message until the next link comes up in the end-to-end
wireless mobile devices, many of the new network applicetio path. Epidemic routing is one of such schemes where nodes
fall into this category of such networks, such as wildlifedk- exchange messages that they don’t have in common upon
ing, military networks, and disaster recovery and emergengode contact to perform flooding in the context of DTNs. The
response, etc. purpose of CERM is to achieve high message delivery ratios
In this paper we present CERM: Controlled Epidemiand low delays while trying to decrease buffer occupancy and
Routing for Multicasting, a collection of schemes to ackiexthe number of message transfers.
efficient message delivery for multicasting through the use The semantics of multicasting in DTNs should also be
of controlled Epidemic routing in DTNs. Multicasting is theconsidered besides the routing challenges mentioned above
transmission of packets to a group of hosts identified byla traditional networks, data transfer delays are genexalty
single destination address (group id) and Epidemic Routisgort and group membership changes during data transters ar
is flooding in the context of DTNs [17]. Multicasting mayrare and can be ignored. However, because of frequent parti-
be desirable in many potential DTN applications where tions and consequent long delays in DTNs, group membership
close collaboration of participating members is necessary changes require unambiguous semantic models for implemen-
example, sensors deployed in a military field for intrusiotation and analysis of multicasting under such conditi@i3.[
detection may need to communicate with other nodes forA number of routing schemes assume prior knowledge of
a more complete information regarding the intruding objeatode mobility and connectivity, or oracles, to perform nages
In an emergency response scenario, rescue workers wantramsfers [8][21]. In some other cases, additional measame
disseminate information regarding local condition andandz network resources are used to handle disconnections among
level. While such group communication requirements can bedes. For example, a special node, deray can move on a
fulfilled with separate unicast operations, power and g@raspecific trajectory to help nodes on the network transfea dat
restrictions as well as delivery requirements necessééte [20].
cient group communication supportin DTNs. For this purpose We examine efficient multicast routing schemes for DTNSs.



Based on group-based delivery and Epidemic routing schentegy routing schemes use only one copy of the message at
we extend current routing schemes to CERM. In CERM we time to transfer the messagbBirect transmission is the

use TTL, message expiration times, probabilistic routangd  simplest of single copy routing, where each node will kesp it
other inter-group routing policies to achieve desired iese- messages until it comes into direct contact with the respect
performance tradeoffs. We do not assume any prior knowledggestination nodes. Only one message transfer is made per de-
of node connectivity. We focus on the performance analydigered message, incurring no protocol overhead. Othejlein

and evaluation of different controlled Epidemic multicemit- copy routing schemes include randomized routing, utility-
ing schemes. Further, we give analytical results for messdsased routing, etc. [14]. Generally, single copy schemes ar
delivery ratios, message delay, and buffer occupancy fsichamore efficient in terms of traffic overhead. However, message
schemes by modeling the system through the use of phase-tgiplkvery ratios are normally lower while delivery delaysar
(PH) distributions. Our results show that our analyticalutes higher. One way to improve delivery performance is to use
are accurate and that with careful protocol parameter ts@hec multiple copies of the message taking multiple paths to the
it is possible to achieve high delivery ratios for varioustsyn destination to increase the likelihood of delivery as well a
scenarios. to decrease delay. Besides each copy can also be divided into

The rest of the paper is structured as follows. Section thultiple chunks [18].
goes over related work. Section Ill describes our proposedOne apparent way to implement a multi-copy scheme is
approaches for multicasting in DTNs. Section IV presents use flooding. However, due to frequent network partitions
performance analysis. Section V describes performancétsesepidemic routing [17] is used as a flooding method in the
of the proposed approaches. Finally, Section VI concludes tcontext of intermittently connected wireless networkstHis
paper. schemes, a pair of nodes that come into contact exchanges
any missing packets so that they get the same set of messages.
Given enough storage space, epidemic routing can be used to

Delay tolerant network concepts are discussed in [3, 5n8]. leliably disseminate data across the network. By keeping a
this category of networks, frequent partitions and longagel history of past encounters, nodes can reduce the overhead of
are common. Due to these characteristics, well-known mgutiepidemic routing [10]. However, due to its large overhead,
schemes fail to work properly under such conditions. Thécbasan uncontrolled flooding scheme such as epidemic routing
routing paradigm for effective routing in DTNs is to use thenay not be applicable under circumstances where storage and
store-carry-and-forward approach, where intermediate nodepower supplies are limited. Controlled flooding schemeshav
keep the messages until new links come up in the path to theen introduced to overcome such problems [7,13,15,17].
destination. There has been a considerable amount of theoretical work

Besides the store-and-forward approach, works have béerthe performance analysis of routing schemes for DTNs [6,
done to introduce additional network resources to improue-15], where message delay is the focus of study. Extensive
routing performance. In [12] a number of mobiles nodesnalysis of the Epidemic routing for performance metrics
perform random walks to collect packets, buffer them, anduch as message delivery ratios, message delay, and buffer
deliver them to wired access points. On the other hand, [28¢cupancy are presented in [19] using ordinary differéntia
introduceson-randomnessto node mobility by using messageequations (ODEs). Analysis of multi-copy routing schemes
ferries that travel on a trajectory to provide communiaatiofor different performance metrics are studied in [2] using
services. Either the message ferries choose a trajectorydifferent analytical methods, such recursive method, QDEs
contact nodes, or the nodes can move near to pre-defirgd phase-type distributions. Performance analysis of-cor
trajectory at a certain time to exchange packets. assisted routing for DTNs is given in [1].

Jain et al. [8] formulated DTN routing by means of directed The routing approaches described above mostly focus on
multi-graph, where more than one edge may exist betweenicasting. However, there are application scenarios her
a pair of nodes. Such multiple edges exist because thergport for group communication is desirable. While mudtip
may more than one distinct physical connection or differeanicasts can be used to perform multicasting, this would be
network links may only available at different time interwal inefficient, especially considering limited network andrage
By using different levels of information regarding conneity  resources available in many DTN applications such as sensor
and/or mobility, routing decisions can be made at individuaetworks. Due to frequent and long partitions, multicagiim
nodes. DTNs brings new issues to the design of routing algorithms.

In routing models described above, some level of knowled@esides, as group membership may change while message a
regarding node mobility and connectivity is assumed to Hming delivered, a set of semantic models are necessary to
available for the routing schemes to work. However, in manynambiguously define message delivery semantics in DTNSs,
cases no such information may be known to the nodes in the described in [21]. However, the paper mainly discusses
network. Under such conditions, different routing appres: the semantic models and simulation scenarios are based on
are necessary for effective message delivery. known information regarding node mobility and connecyivit

For unicast routing schemes, one or multiple copies cém our work, we mainly concentrate on scenarios where no
be sent to delivery a message to the destination. Singlennectivity information is known in advance and introduce

IIl. RELATED WORK



various controlled Epidemic routing schemes. message delivery ratio, respectively, is helpful in evihga
Further, there has been very little work done in the perfoother routing schemes.
mance analysis of multicast routing schemes. In this siwdy, Due to aforementioned reasons, we use some form of
define basic performance metrics for multicasting in DTNs arcontrolled flooding to implement multicasting in DTNs. We
provide performance analysis of fundamental routing s&@®enmwill discuss message transfer policies and procedures in
for important performance metrics, such as average/fliN-de CERM after a general description of performance metrics and
ery ratio, average/full message delay, and buffer occuypancmechanisms.
In this paper, we study multicast schemes for DTNs when
there is no available knowledge regarding node mobility arfl Control Mechanisms

connectivity. We use the temporal membership model for p¢ giscussed above, GBR and ER represent two extremes

multicast delivery semantics described in [21]. We stant o4, tarms of performance-resource tradeoffs for multicasti
evaluations from the Epidemic routing scheme. Then we Xgpjications in DTNs. Now we discuss various controlled

tend it by introducing TTLs and message expiration times. idemic routing schemes to achieve desired performance
also provide performance analysis for basic routing sclsemg, s while saving network resources. Although our basic
and provide extensive simulation results to demonstraée e of reasoning is similar to that of [7], where controlled

effectiveness of different routing schemes and the acgWwac f,4ding for unicasting in DTN is discussed, we observe that

our anlaytical results. differences exist, especially in the areas pertaining tively
IIl. CERM: CONTROLLED EPIDIMIC ROUTING FOR semantics and intra-group routing policies.
MULTICASTING A rich set of policies or rules to control the forwarding

behavior can be used in CERM according to specific require-

This section describes our controlled Epidemic routing fof, o ts regarding performance, resource usage, group side, a
multicasting, or CERM, protocol. In both wired or dens%ecurity otc

wireless networks tree-based routing is a common way tol) Message Expiration Time: Message expiration time

implement mu|t|c§st|ng. In some cases, broadcast—b_as_ed ‘ﬂ?ne-to-KiIl, TTK, or Kill Time [7]) is used to put a times-
group-based routing can also be used when there is infor-

mation available regarding node mobility and connectivit amp on messages after which they will be dropped. Message

[21]. However, such approaches are not readily applicable%xpiration times can occur either because of an application
DTNs where nodes have to make routing decisions withoruetqulrement or a routing policy. Message expiration time

. I rovides a mechanism to control the number of message
any knowledge of node connectivity and mobility. UndeF
ransfers and buffer occupancy.

such network conditions it is hard to form routing trees 2) TTL: The time-to-live field determines the number of

for multicasting due to network partitions and lack of nodﬁ0 s a messaqe can travel and is used to control the number
connectivity information. P 9
of message transfers.

The simplest ht hi deli ight b
© simplest approach fo achieve group detivery mig e3) Probabilistic Routing: This approach is used when

that the sender will try to deliver its packet to every grou Lo . o
member directly. This kind of source based delivery (SB[§°deS attach some probability in their decision to forward
message to a non-group member. It can be used as way

is similar to using multiple unicasts to achieve multicagti Lo :
and is not really considered a form of multicast. Instea&? model group members’ willingness to forward/receive mes

group-based routing (GBR) can be used, as shown in [21]529€S togromfothergrou;i mer?bers, as well a(;saway to control
In this scheme, members of a group transfer messages %‘? NUmDbEr ol message translers among nodes.

that group only among each other. With an efficient message?) Multi-copy Routing: In this approach, the number of

information exchange mechanism, the protocol overhead GiPieS that are forwarded to non-group members can be
GBR is negligible as group members initiate message tremsfeontrolled similar to Spray and Wait for unicasting [15].igh
only for the messages that they do not have. However, beca{Jgnod is useful for strictly controlling the number of cepi
messages are only transferred within the group lower dglivénat aré spread to non-group members.
ratios and higher delays are incurred, specially for small
groups. An alternative is to allow different group members’ The CERM Protocol
to exchange packets. We assume that nodes are synchronized in time on the order
Epidemic routing (ER) is flooding in the context of DTNsof seconds. The purpose of time synchronization is to allow
[17], where members of a group exchange packets withtore nodes to delete messages that are expired. If this is not
their group, as well as members of other groups. It is npossible then a standard Time-To-Live mechanism using a
hard to see that when no resource constraints are presantntdown timer can be used. We also assume that nodes
the Epidemic routing scheme achieves the lowest delay amanounce their presence througfeLLO messages to their
highest delivery ratio among all possible routing schenoes fneighbors.
DTNSs. Although Epidemic routing is likely to inapplicablerf For CERM we assume that all nodes want to multicast
many application scenarios due to high demand for resourcegessages to other nodes. This is represented as follows: At
knowing the lower and upper bounds for message delay ante ¢t node: produces a message for a destination group with



id gid. The format of this message is inter-contact times distributed according to power-lavedzh

on real-world mobility traces, recent work in [9] presented

evidence showing that although the inter-contact timeofedl

wheresn is a sequence number used for duplicate detectigrQwer law distribution upto certain time, it shows expornt

t is the generation timeT,, is the message timeout valuedecay afterwards. Therefore, we believe that our results ca

and payload contains the actual data. The timeout value ige applied to study certain real world application scersario

interpreted as meaning that this message is set to expiraat t In our analysis, we assume that there afet- 1 nodes in

t + T,,. The timeout can be used for memory managemeifte system, and usg/ for the number of nodes in a group.

and as a means for an application to signify data freshne¥é usey to denote the rate of inter-contact times, and Nse

All nodes that generate messages are called source nodedo denote the message generation rate at each node. Messages
In CERM, the message transfer procedure is invoked byage assumed to have a message expiration tifpe beyond

nodei when aHELLO message is received frofnindicating Which they will be dropped. Before we discuss the analysis

the presence of, along with its node ID and group ID. Intra-of routing schemes, we first define the performance metrics of

group routing policies define the probability of transfeFLT interest for multicast routing in DTNs.

number of copies to spread, and TTK if the destination noge

o Performance Metrics
does not belong to the destination group. When two nodesI ) he destination is found. th ket i
meet there are four cases to consider. n unicast, once the destination is found, the packet is

First, nodes and j belong to the same group. In this Cas8|elivered and the intermediate or the source node can delete

both nodes examine their queues and determine if they héos packet from its buffer. In multicast routing, howevée t .
any messages that are pending for the other node. They t§aHree or the relays cannot simply delete the packet after it

simply exchange the relevant messages, or send to the ofﬁeﬁjel'vered to one of the members of the target group, as
node that they have no pending message. there may be other group members that have not received the

The other three cases deal with the case when nodes packet. At the same time, keep sending copies of a packet to

j are not in the same group. The first considers the case W@élrpotent_|al Fe'ays also cause redundant packet transters
nodei has a message for nogés group In this case noda of the objectives of our work is to stut_jy the tradeoffs betwee
delivers the message to nodlé j does not have a copy of thef€source usage gnd performance in terms of fundamental
message. The second case is when nodas a message forperformance metrics. . X .
its own group In this case nodemay delegate its message to In our stud_y we consider the following performance metrics
j depending on probabilistic and multi-copy routing polizc:iefor multicasting: ) ]
in effect. The message expiration time and TTL are also setl) Average message delivery ratiaMDR)
accordingly if the message is transferred. The third cansid 2) Full message delivery ratid-MDR)
the case when nodehas a message for a third group In this 3) Average delivery delay
case node may delegate the message in a way similar to the4) Average full delivery delay
case above. But different message expiration time, TTL, and®) Buffer occupancy o
probabilities may be used. 6) Number of Message Transmissions

We note that each of the intra-group routing schemes dis-Due to differences in unicast and multicast routing models,
cussed above can be used discriminately for different grougome performance metrics need to be explained. The AMDR is
For example, a shorter message expiration time can be settfig ratio of the number of delivered messages to the number
messages delegated to non-group members so that a mesghdeessage that should have been delivered. The FMDR is
can be spread as quickly as possible at the beginning, wiilig ratio of the number of messages that are delivered to all
restraining the load of non-group members in the long ter@tfoup members to the the number message generated for the
Similar to expiration time, nodes can differentiate betweegroup. For example, assuming three messages are generated
group members and non-group members when setting the TfP @ group of size 10 and the number of group members
and probability of message transfer. that received each message is 9, 5, and 10, respectivety, the

AMDR = (9 + 5+ 10)/30 = 0.8, whereasF M DR = 1/3,

IV. ANALYSIS OF MULTICASTING ROUTING SCHEMES  gjnce only one message is delivered to all of the group

In this section, we analyze fundamental performance metembers. As we can see, whidIDR measures the overall
rics for Epidemic routing includindvlessage Delivery Ratio effectiveness of message delivery to group membdexDR
(MDR) and Delay of Delivered Messages, for both average reflects the effectiveness of a routing scheme to deliver a
and full delivery cases. We assume that the inter-arrivaéti message to all of the group members. This concept is also
between successive contacts is exponentially distribtiets extended to message delay.
assumption is supported by the results presented in [6twhi  The number of messages stored in a node buffer is indicated
shows that nodal inter-meeting times are nearly expongntiausing buffer occupancy. In many of the routing schemes that
distributed when transmission ranges are small comparedwe consider, buffer occupancy can also be used as an indirect
the network area size, which is normally the case for oppaneasure of the number of transmissions. This is because the
tunistic networks. Although [4] provided evidence that abd buffer occupancy in the system for a single message is one

msg(gid, sn, t, Tyy, payload)



more than the number of transmissions to spread the messag
when a global message expiration time is used, as eac 1
message stored at a node other than the source corresponds to
a message transmission.

(N-1)v /2\2(N—2)7 .o .2(N—2)7@(N—1)7

2y (N —=1)y

B. Comparison of CERM Routing Schemes

We consider two basic routing schemes in our analy- @/
sis: group-based delivery (GBR) and system-wide Epidemic
routing (ER). As discussed in Section I, in GBR node ig._l. _State Transiti_on Diagram for the Number of Messagabé System

. . Epidemic routing, unicast)

exchange messages only among the destination group m -
bers, effectively performing Epidemic routing only withimat
group. With efficient message information exchange among
group memebers, the overhead can be considered negligideformance of CERM routing schemes. For simplification
as group members only exchange messages that need tavbeuse the notatiorCase(routing scheme, group size) to
delivered. As a result, we assume, in general, that any castti denote a specific combination of routing scheme and group
routing scheme implements some kind of message exchasge. For exampleCase(ER,2) denotes the case where
mechanism that implements GBR on top of any extensiorsyistem-wide Epidemic routing is used when group size is 2.
Therefore, GBR represents a lower bound for the expectedour analysis, we assume that there is a message expiration
message delivery ratio and an upper bound for expectdémle, 7,, and give corresponding result if the assumption
message delivery delay. T, — oo simplifies an expression.

System-wide Epidemic routing scheme, on the other hand,
represents an extreme case where all the nodes in the sysgemyerage Message Delivery Ratio
participate in the propagation of a message to its destimati
group members. Given enough resources, system-wide EpiFor average message delivery ratio, we mainly focus on
demic routing achieves the lowest delay and highest mess&gese(E R, 2). In this case system-wide Epidemic routing is
delivery ratio of all possible routing schemes for DTNs, igam used when the group size is 2, which turns the case into
to the case of unicast communications, as discussed in [16fPidemic unicast. To find the message delivery ratio under

The control mechanisms in CERM are introduced so thattadiven message expiration timé,, we consider Figure 1,
required tradeoff between resource usage and messagergeliwhich depicts the state transition diagram for epidemicingu
performance can be achieved, by controlling the spread kgfore a copy of the message is delivered a specific node,
a message among non-destination nodes through mess4gigh is denoted ad). To model this we construct a phase-
expiration times, TTLs, and probabilistic routing, etc. type distribution [11], P, ©4), as follows:

The group size is also an important factor in considering

bounds in the performance of multicast routing schemes. a=(1,0,...,0),

Given that the number of nodes in systemNs+- 1, relation T pim 0 0 0 1
2 < M < N+ 1 holds for group sizeM. The case of

M = 2 represents an extreme case where there are only 0 =2 pp2 0 0

two nodes in the group. Assuming one of them is the sourgs,, _ . :

GBR reduces to Direct Transmission, a single-copy routing

scheme for unicasting in DTNs, where the source holds the 0 0 ~IN-2  PN-2YN-2 0
message until it meets the destination [14]. Similarly, whe 8 8 8 _Vg‘l pN‘_l%iV‘l

M = 2 system-wide Epidemic routing also reduces to unicast

Epidemic routing, for which extensive results are known [6, Hereais alx N row matrix, and® 4 is a N x N transition

19]. This is important as the case = 2 represents bounds matrix, where

for certain performance metrics, such as full messageetgliv

. i . ; i=7v-i(N+1—4), 1<i<N

ratio, and simplifies the calculation of other metrics, such Y=l )

as average message delivery ratio, as we will discuss lated N

in this section. Under the scenario 8f = N + 1, GBR pi = Nizl" 1<i<N
+1—1

will be the same as system-wide Epidemic routing. This case

represents the upper bound for full message delivery deldgre,; denotes the rate at which the system leaves state

and the lower bound for the full message delivery ratio und@ndp; denotes the probability that the next staté {s1. With

Epidemic routing scheme for all the possible values\df  this, the CDF of message delaj,(t), can be given as
Below we study the performance metrics under the cases )

discussed above when the routing scheme and the group size

vary. We do not discuss all the combination, but only focus amherel is a column vector of sizéV x 1, with all elements

certain cases that are useful in understanding the muitigas being one, and*®4 is the matrix exponential of® 4, which

Fa(t) =1— ae!®41



_ _ ; = 1 forall 1 <i < N. Following Equation (1), we give
N 2(N—1) 2(N—-1) N p
@ . @ -eee 7@ . @ the CDF for full message delay;»(t), as follows:

Fig. 2. State Transition Diagram for the Number of Messagehe System Fr(t)=1- ae'®r1 (5)
(Epidemic routing, multicast, group siz&l + 1) ) )
Consequently, the expected full message delivery ratieeund

time constraintl’, is given as

is given by: E[Rp] = Fr(Ty) =1 — ae™®r1 (6)
e'®A = Z t—;@)g 3) Case(GBR, M): Forany group of sizé/, the expected
=o'V full message delivery ratio under the GBR scheme can also
Using this, we can give the expected average message gelie® obtained from Equation (6) by replacing with M, as
ratio under message expiration tirfig as follows: GBR is equivalent of performing Epidemic routing within the
group.
E[Ra] = FA(T,) =1 — ae’®41 )

F. Full Message Delivery Delay

1) Case(ER,2): Under this scenario, the full message
1) Case(ER,2): Delay characteristics of Epidemic routingdelivery delay will be the same as the average message
scheme has been studied extensively for unicasting [19][@klivery delay for Case(ER,2), as discussed above, and
When there is a message expiration tirfig, the expected Equation (3) can be used to calculate full message delag. Thi
delay of delivered messages[D 4], can be written using case represents the lower bound for full message delivéay de

D. Average Message Delay

phase-type distribution as follows [2]: when varying the group siz&/, as any increase in the group
1 T, size will increase the time that it takes to delivery a messag
E[DAl =T, — Fall) / Fa(t)dt (3) all of the group members. Under the assumption fhat- oo,
A\lzx 0

Equation (4) can be used to obtain the full delivery delay.
Under the simplifying assumption thaf, — oo, the 2) Case(ER, N+1): This case represents the upper bound
expected message delay of Epidemic routiBiD 4], is given for the expected full message delivery delay, as the message

by [6] as follows: needs to be delivered to all of the nodes in the system for full
delivery. Using the phase-type distribution that we cargtd
E[Dy) = ﬂ, (Hy = Z l) (4) for full message delivery ratio, we can give the expectet! ful
N — message delayy[Dr]|, as follows
where Hy is the N™ harmonic number. 1 Ty
2) Case(ER,M): In this case, we consider the cases E[Dp] =T, - m/o F(t)dt )

whereM > 2. Under the assumption that node movements are . _

i.i.d, the average message delay under multicasting scieme Under the condition thaf, — oo, the expression above
the same a#[D 4] given in (4). This is because the expecte&ian be given as follows using the state transition diagram in
delay for each node is the same and is equalffd,]. Fi9ure 2

This also means that the expected average message delay is

independent of the size of the multicast group. ElDy] 1
F = AT 4 N
E. Full Message Delivery Ratio o UN+1-d)y
1) Case(ER,2): Under this scenario, the full message _ 1 N1 1
delivery ratio will be the same as the average message delive T y(N+1) Z i + N+1—3
ratio for Case(ER,2), as given in Equation (2), since there o f =l
is only one destination node. This case represents the upper = (Niifl) (8)
Y

bound for full message delivery ratio when varying the group
size M, as any increase in the group size will lower thevhere Hy is the N harmonic number.
likelyhood of full delivery. Since N + 1 is the maximum size for any groug;[Dr|
2) Case(ER, N+1): This case represents the lower boundbtained represents the upper bound for the expected full
for the full message delivery ratio for varying group si¥® message delivery delay for a group for any message expiratio
as all the nodes in the system need to receive the messtige. The lower bound is given in th€ase(ER,2) above,
under this scenario. in which the full message delay is the same as the average
To analyze this case for the full message delivery ratio, waeessage delay, given in Equation (4). Therefore, we can see
consider the graph shown in Figure 2. With this state trarsit that the full message delay is lower bounded®BjD 4], and
diagram we construct phase-type distribution (BHO® ), is upper bounded byE[Dr]. We also note thatF[Dp| ~
where © is constructed the same way @54, except that 2E[D 4] for large N. That is, the upper bound of expected



full message delivery delay is approximately twice as laxge
the average message delay whernis large.

3) Case(GBR, M): Forany group of sizé/, the expected
full message delay under the GBR scheme can also be obtained
from Equations (7) and (8) by replacin§y + 1 with M, as
GBR is equivalent of performing Epidemic routing within the
group.

Analytical
Emperical + /
0.8
/7
7

0.6 /

0.4

Average Delivery Ratio

0.2

G. Buffer Occupancy /

Deriving the buffer occupancy by directly using phase-type 0 500 00 1500 2000
distribution seems difficult. For this reason, we use a igoar Message Expration Time ()
method to calculate the expected buffer occupancy at nodes. (2) Average MDR

We assume that the number of nodes participating in message T rayiea o
exchange isS + 1. It is not hard to see that is equal toNV Emperical _ + /
under system-wide Epidemic routing, and is equal\fo— 1 o8 /

when GBR is used. In this method, we use state denote 06 /

the number of nodes have a copy of a specific message, and
for each stateé we consider the rate at which the system leaves

Full Delivery Ratio
-

0.4
statei and the probabilities of the system moving to the next f
statei + 1. 02 /
If we considerCase(ER,2) and assume that an interme- Vi
diate node knows to delete message just after it has ddlivere % 500 1000 1500 2000
the copy that it has, this scheme represents a lower bound on Message Expiraion Time (3
(b) Full MDR

the expected buffer occupancy.
When the system is at statewith expiration timet,, the rig 3. Average and Full Message Delivery Ratios under Viaryilessage

number of message in the system is giveIS@S/’y)(l —thm) Expiration Times (exponential inter-contact times in onstsimulator)

[2]. At statei, wherei < S, the source gives out a copy, either

to the destination, or to another node that has not received a

copy of the message, at a rateiefS—i+1)y. The probability in the system (including the source) caused by the message

of delivering it to the destination i$/(S — i + 1), and the generation at a single node @, the expected total buffer

probability of delivering to another relay {§ —i)/(S—i+1). occupancy of all the nodes of the system is givertby(Q, as

Based on the analysis, the expected buffer occupaliy], there areS nodes in the system. Since each of theodes in

at each node can be expressed as follows, whgig] = the system is equally likely to share the total buffer ocaigya
EQ.(1,T,,5): of the system, the expected buffer occupancy at each node is
again given byQ.
EQx(i,ts,s) = i-A-ED;,+
1 V. EXPERIMENTAL RESULTS
ﬁEQm(i —1,ts — ED;s,s— 1)+
S—1

s In this sgction, we present our experimental results. Tl go
mEQz(i +1,ty — EDy,s), i€ll,5—1] our experiments is to check _the correctness of our analytica
A results, as well as to examine performance tradeoffs when
EQq(iytz,s) = sx 5 F(ytz), i1=5 (9)  varying routing parameters.

Here,F'(y,t;) = 1—e™'*,andED;s = ®((s—i+1)7,%2), A Experimental Settings
where function®(vy, t,) gives the expected delay of a message

with expiration timet, when the inter-contact rate of the Most of our experiments use thes-2 network simulator
destination isy, and is defined as [2]: extended with our own code. We also use our custom simulator

to experiment with exponential inter-contact times.

The default settings fons-2 simulations are as follows.
Each simulation run has 60 nodes moving according to Ran-
It can be shown that the value df(v,t,) is upper bounded dom Waypoint model in &000m x 6000m square area. By
by min{t,,1/~}, and approaches/~y whent, — cc. default, nodes have a radio range 2if0m. Minimum and

In the calculation of buffer occupancy above, we equated theaximum speedsy,,;, and v,,q., are 3m/s and 10m/s,
buffer occupancy at each node with the total buffer occupanespectively. TheHELLO interval is set to 3 seconds. By
of the system caused by the message generation at a simgfault there are 3 groups in the system, and we change the
node, which is given by the set of equations in (9). The reasanmber of groups in the range of 1-30 in our experiments,
is as follows. Assuming the total expected buffer occupancprresponding to group size in the range of 2-60 nodes.

1 e ta
(I)(’V, t:r) = -

R fa-
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B. Experimental Results

Figure 3(a) shows the empirical and analytical results for
average message delivery ratio. The empirical results are
obtained from our custom simulator using poisson arrivals
for nodal inter-contact times. Analytical results are aita
from Equation (1). We can see the experimental and analytica
results agree closely.

Empirical results for average and full message delivery
ratios obtained froms-2 when nodes move according to the
Random Waypoint model are shown in Figure 4. We can see
that the analytical results agree with the empirical result

Experimental results obtained #s-2 for average and full
message delivery delays are shown in Figure 5. Analytical
results are calculated using Equations (3) and (7), reispéct

Figure 6 shows the variations in FMDR when we change
the group size. The smallest group size is 2, and the largest
group size is 60, which is the total number of nodes in the
system in our experiments. We can see that the FMDR values
when the group size is varied are within the lower and upper
bounds. We also notice that the upper bound for the expected
full message delivery ratio, whel/ = 60, is about twice as
large as the lower bound for the expected full message dglive
ratio, whenM = 2, as discussed in the previous section.

Figure 7 shows the average message delay under system-
wide epidemic routing scheme when the group size takes
different values:M = 12,15,30. As we can see, there is no
significant difference in the average delay when group size
varies, consistent with our analysis in Section IV.



o required that the full message delivery ratio should attlbas
. P 95% under the same message expiration tifiEL = 3 will
/ be sufficient. Other mechanisms in CERM, such as message
expiration times, routing probabilities, and number of iesp
/ can be used to control inter-group routing policies.

Delivery Ratios

'AMDR (no hop limit)
AMDR (8-hop)

/ e R rvony In this paper, we studied multicasting in delay tolerant
& AMDR nep networks (DTNs). We proposed CERM: Controled Epidemic
’ T st Routing for Multicasting in DTNs. CERM is a collection of
(a) Average MDR schemes to achieve efficient message delivery for muliigast
1 — through the use of controlled Epidemic routing. The basic
g mechanisms used in CERM are message expiration times,
o8 7 TTLs, forwarding probabilities, and the number of copies
' to spread. These mechanisms help define routing policies

/ between destination group members and non-destinatiapgro

/ L ! VI. CONCLUSIONS ANDFUTURE WORK

Delivery Ratios

0e : members to achieve a balance in the tradeoffs between re-
’ J source usage and message delivery performance. We also
FMDR (no hop limit) . . .
0z iy Ei“:szf:::zsi I analyzed two different routing schemes, group based delive
, S FMDR (2o (GBR) and system-wide epidemic routing, under basic rgutin
° O e Cxprator e scenarios to derive some upper and lower bounds for importan
(b) Full MDR performance metrics such as message delivery ratios, gessa
delays, and buffer occupancy. Through extensive expetsnen
' we showed that controlling the performance of multicasting
e routing in DTNs is possible through the use of CERM mech-
R / anisms, and that our analytical results are accurate.
ff,i 150 Z :
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