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Abstract—Delay tolerant networks (DTNs) are a class of [10,20,22-24,29]. Most DTN applications are also serssitiv
networks that experience frequent and long-duration parttions  to other performance measures such as the message delivery
due to sparse distribution of nodes. The topological impaiments ratio and buffer occupancy.

experienced within a DTN pose unique challenges for desigmj - . ; . . .
effective DTN multicasting protocols. In this paper, we exaine The topic of this paper is to describe multiple techniques

multi-copy routing schemes for DTNs. We provide analysis of for DTN routing analysis. In terms of protocols we study the
multi-copy routing schemes by deriving analytical resultsfor performance of multi-copy mobility-assisted routing sties

important performance metrics such as message delay, meg®a through Direct Transmission [23] and multi-copy.-Copy)
delivery ratio, and buffer occupancy. We use three differen routing schemes [24]. We focus on multi-copy routing beeaus

analytical methods for our analysis: recursive method, orihary - .
differential equations, and phase-type distribution. Through ex- of the flexible and tunable nature of the associated prosocol

tensive simulation study, we show that our analytical resus for Due to the special nature of DTN routing a fundamental
performance metrics are accurate. characteristic for performance modeling is how often nodes

come into contact with each other. In practice this means how
often nodes are in radio range. The time between two con-
There has been tremendous recent interest in mobilitsecutive contacts is referred to as node inter-contact tioe
assisted routing protocols. The need for such protocotesirireasons presented in Section 2 we can assume that node inter-
from mobile and wireless applications that must operate suwarrival times are exponentially distributed. Our techmrisju
cessfully even when the network is partitioned or discotetec can therefore be used to model a wide variety of mobility
most of the time. Such networks are generally referred szenarios.
as Delay Tolerant Networks (DTNs). Under DTNs, frequent We provide performance analysis of common routing
network partitions and large delays are common, and it sshemes for the following three performance metnisssage
difficult to maintain continuous communication paths opeuelay, delivery ratio, andbuffer occupancy. One novel aspect
These conditions can arise for a number of reasons, sucho&®ur analysis is that we include messaigee constraint as
resource constraints, as in the case of mobile sensor netwa factor. We also assume that nodes do not have any prior
[8,30], geographical constraints, as in the case of intd&nowledge or oracles regarding node mobility or connegtivi
planetary networks [3], mobility constraints as in veh&ul information.
networks [6, 7], hostile environments such as a battlefield,One of our goals is to provide the analyst with a suite of
etc. One common characteristics of these networks are thaable analytical tools. To this end we present three differ
there may never exist an intact end-to-end path from soureet methods: aecursive scheme, usingordinary differential
to destination and that mobility is used as a means for messaguations (ODE), and aphase-type distribution approach.
delivery. Each of these methods offers a different way of analyz-
As DTN protocols evolve there is a growing need fomng routing schemes for all three performance metrics. The
accurate performance modeling and evaluation. The meificsrecursive scheme provides an easy-to-compute method for
interest for DTN protocol designers are similar to tradiib calculating performance metrics. However, the performanc
network performance evaluation. For instance, under ritpbil analysis results are not in closed-form. The ODE methodsgive
assisted routing message delay is an important performactzsed-form expressions through a fluid limit model of state
metric, not only because it is a major concern for many afransitions of the system. Results obtained using the ODE
plications, but also because of its effect on other perfoiwea method are scalable with respect to the number of nodes
metrics, such as message delivery ratio and buffer occypario the system. Approximations may be necessary for some
This is especially true when there is a message expiratioretrics, and modeling some discrete values in continuous
time associated with messages. Consequently, message détanain may introduces errors in the calculation. The phase-
has been the main focus of much theoretical work in this fietgipe distribution is used to model the system behavior as a
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whole in a uniform manner. The phase-type model, howeveecisions can be made at individual nodes. Other approaches
may not be as scalable as ODE method when the numbeliraflude using special nodes for routing assistance, inmatud
nodes in the system increases. Through extensive simulatmoposals formessage ferries [30] and throwboxes[28].

studies we show that our analytical results for performanceAlthough the knowledge about node connectivity is useful
metrics are in most cases highly accurate. for making routing decisions, such information may not be

Section Il goes over the related work. Section Il gives aavailable to the nodes in the network. Further, it may not
overview of the Direct Transmission and multi-copy routingpe possible to utilize specialized nodes for routing assis-
schemes. Section IV presents the performance analysistarice. Under such network conditions, nodes can only delive
different mobility-assisted routing schemes. Section &pnts messages by opportunistically utilizing contacts thatobee
experimental results. Finally, Section VI concludes thpgra available due to node mobility, requiring different rowfin
approaches for effective message delivery. Our work aealyz
performance in this unassisted and non-deterministic litybi

Routing schemes for traditional mobile ad hoc networksattern scenario
(MANETS) assume that nodes are well connected most ofFor our mobility pattern of interest, recent DTN routing
the time. Generally, proactive schemes, where nodes try @pproaches concentrate on trading off message complexity
keep up to date routing information [17], or reactive schemeversus increasing the likelihood of message delivery. it i
where nodes find routing paths on demand [14, 18], are ugéé number of messagesngle-copy routing schemes allow
to achieve message delivery. Both schemes assume that tloeilg one copy of the message at a time to be present in
exists an end-to-end path from source to destination atrties t the network [23].Direct Transmission is the simplest form
of message transfer. However, such assumptions do not hotdsingle-copy routing, where each source node keeps its
true when the mobile network is sparse and is intermittentigessages until it comes into direct contact with the respect
connected. In such systems network partitions and largesydel destination nodes. Under this scheme only one message trans
are common. Under these conditions, traditional MANETer is made per delivered message, incurring minimal messag
routing algorithms fail to work well, as proactive schemes dpassing. However, in intermittently connected networkghs
not converge, while reactive schemes fail to find a path to the approach may produce low delivery ratios and has an
destination. unbounded delivery delay [11].

Routing methods for such sparse mobile networks useOne way to improve the performance of a single-copy
a different paradigm for message delivery; these schenasproach is to have multiple copies of the same message
utilize node mobility by having nodes carry messages, rathgithin the network. One policy to implement a multi-copy
than transmitting them over a path [13, 19, 23, 24, 30]. Undscheme is to use flooding. One example is Epidemic Routing
such mobility-assisted routing protocols [25], nodes famiv [27]. In Epidemic Routing when a pair of nodes come into
messages only when they encounter the appropriate relaycontact the nodes exchange any missing packets. Given enoug
the destination node. Due to this dependence on mobilitprage space and bandwidth, Epidemic routing can be used
understanding mobility characteristics such as intawarr to reliably disseminate data across the network. Howewe, d
times of mobile nodes within each other or at a static locatido its large overhead, a flooding scheme such as Epidemic
plays an important role in the design and analysis of routifRputing may not be applicable under circumstances where
algorithms under this paradigm. storage and power supplies are limited.

Delay tolerant networks (DTNs) are characterized by fre- To address overhead problems caused by flooding, different
guent network partitions and large message delays [3,9, 1f8fms of controlled flooding have been proposed, including
Because of frequent network partitions in the DTN environmessage expiration times, limiting the number of hops a
ment many traditional routing techniques for Mobile Ad Hoenessage can travel, and using active and passive “curiob- te
Networks (MANETS) will not work properly. This fact has ledniques [12, 20]. Controlling the number of copies spreadafor
to recent interest in developing new approaches for routingmessage is another effective approach for controlled ftapdi
a DTN environment. The basic routing paradigm for effectivier which Spray and Wait routing scheme is described in [24].
routing in DTNSs is to use th&ore-Carry-Forward approach, In this method, a total of. copies of a message are initially
where intermediate nodes keep the messages until new lisksead to other “relay” nodes. If the destination is not fbim
come up in the path to the destination. this phase, each of the nodes carrying a copy of the message

One general class of proposed DTN routing algorithmaill perform direct transmission. This is known as thecopy
assumes some level of knowledge regarding node mobilggheme, and is the focus of our performance analysis study.
and connectivity. For instance, Jain et. al. formulateamé There has been a considerable amount of theoretical work
routing in terms of a directed multi-graph, where more than the performance analysis of routing schemes for DTNs
one edge may exist between a pair of nodes [13]. Such m[l9, 20, 23, 24, 29]. Most of the work focuses on the message
tiple edges exist because there may be more than one distifely, as it is an important performance metric, not onlyras a
physical connections or different network links may only bapplication level requirement, but also as a factor affecti
available at different time intervals. By using differeetéls other metrics. TheL-copy routing scheme is described in
of information regarding connectivity and/or mobility,uting [24], where under the assumption that the node inter-ctntac
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times are exponentially distributed an analysis of expmkcte
message delay is given. However in many cases we ar
also interested other elements such as message delivary rat
(MDR) and buffer occupancies. Further, time constrainthsu
as message expiration times often need to be consideresl. Thi
is because such constraints either occur as an applicatieh |
requirement, or as a routing policy [12]. In this paper we
incorporate time constraints in our analysis of perfornganc
metrics. We note that for the calculation of message def%g. 1. State Transition Diagram for the Number of Messagehé System

. . . . . ource Spray and Wait)
without any time constraint, a recursive method is used.[2
We extend this method for other performance metrics when
message expiration times are present.

The ODE method was introduced in the context of DTNs in One way to improve the performance of single-copy
[20] to provide a fluid limit for applicable Markovian models Schemes is to use multiple copies of the same message within
A more detailed use of ODEs is provided for the Epidemi®ie network. Each copy can take a different path, thereby
routing approach in [29] for different performance metricdncreasing the likelihood of delivery as well as decreasing
In our work we use similar methods for the study of multimessage delay. At one end of the multi-copy spectrum is
copy routing schemes to obtain closed-form expressions foessage flooding. Flooding methods such as Epidemic routing
our performance metrics. We also use the phase-type (HRY] achieve very low delay among routing schemes for
distribution as another method for our study, which we havaobility-assisted routing. As expected, Epidemic routiras
not seen in other performance analysis studies for DTNs, lagge overhead in terms of message transmission and buffer
it provides a unified approach to the analysis of performang@écupancy. For this reason, various protocols have been pro
metrics. posed to limit the number of message transmissions. Typical

The exponentiality of inter-contact times has been assum@ghniques include using Time-To-Live or message expinati
in our study, as in most of previous performance analysig-stuimes.
ies studies [10, 20, 23, 24, 26, 29]. The exponentiality ¢érin  Another basic approach to limit the number of message
contact times have been discussed in recent literatured]1, topies is known as multi-copy routing [10,24]. There have
epoch-based mobility models under DTN settings. Althoudteen several DTN-oriented multi-copy routing protocole-pr
[4] provided empirical evidence that the inter-contactesm posed in the literature. For instance, two different fornfis o
observed in MANET traces are power-law distributed, receftulti-copy routing are described in [24]: Source Spray and
studies show that inter-contact times in real-world tregtesy Wait and Binary Spray and Wait. Both schemes consist of
power-law distribution upto certain time, and show expdiaén a spray phase, in which message copies are spread to other
tail afterwards [15]. Our analysis is applicable to scewsrirelay nodes, and wait phase, in which nodes perform Direct
where the inter-contact time is known to be exponential, dransmission to delivery a message copy to the destindtion.

can be reasonably approximated as exponential. Source Spray and Wait scheme, the source distribltesl
copies to the first, — 1 nodes (relays) it encounters, and
1. OVERVIEW OF DIRECT TRANSMISSION AND keeps one for itself. The source and relays then perfornetdire
MULTI-COPY ROUTING PROTOCOLS transmission. In the Binary Spray-and-Wait scheme, thecsou

In this section we describe the Direct Transmission arkéeps[L/2] and hands ovefL /2] copies to the first relay it
multi-copy routing protocols. Direct Transmission is pgph meets. This process continues in this manner until the numbe
the most basic DTN routing scheme. The sender simply waitmessage copies drops to one at the source and relay nodes,
until it comes into contact with the destination to deliver and then then nodes perform Direct Transmission. It is shown
message. The advantage of this scheme is low overhead 8ndR4] that the Binary Spray and Wait scheme is optimal
simplified message delivery semantics. Direct Transmisisio among Spray and Wait routing schemes, in the sense that it
a form of single-copy routing, where only on message cogjves the lowest expected delay.
can exist in the system at any time. Other single-copy rgutin Our work analyzes the performance characteristics of the
schemes include Randomized Routing, Probabilistic RgutirSource Spray and Wait multi-copy scheme [24]. We do not
etc. [23]. focus on Binary Spray and Wait despite its optimal perfor-

Generally, single-copy schemes are more efficient in terrsance due to complexities in the analysis. Such complexitie
of reducing traffic overhead. However, message deliveigsat arise mainly because of the need to keep track of the source
are normally lower while delivery delays are high. Direcand relay nodes that can spread message copies to potential
Transmission has the upper bound for message delay felays at each step of the spray phase. State transitioradiag
any non-adversarial mobility-assisted routing scheme]. [2%0r Source Spray and Wait scheme is shown in Figure 1, where
Although not applicable for many scenarios due to largeydelaeach state represents the number of copies of the message.
and low delivery ratios, Direct Transmission can be used as dn this study, we focus on multi-copy routing schemes under
base case for performance analysis and comparison. time constraints. Such time constraints may exit eitheraas p



Table 1: @WMMON NOTATIONS

a message being delivered to the destination at tirager it
Number of nodes in the system

Maximum number message copies to be spread enters the queue can be given by

N

L

y Nodal inter-contact rate =t

A Message generation rate of a node f(t) =ne
E[R] Expected message delivery ratio
E[D

As we are only interested in delivered messages, the proba-

Expected delay of delivered messages o X X o -

E[Q] || Expected buffer queue occupancy bility function given above becomes a conditional prohiapil
f(t) || PDF of message delivery for the messages that are delivered:

F(t) CDF of message delivery .

Tx Message expiration time _ f(t) B ye~ 7

T, Expected time wher. nodes have message copy fd( ) - P(t <T ) T 11— e T

1(t) No. nodes that have received a message copy atttime r

J(¢) || No. nodes that are carrying a message copy at timg where P(t < T, ) denotes the probability that the destination

is reached befor&,,, which is given by the CDF of (¢).
Therefore, the expected delay of a delivered message],

of the routing scheme or as an application requirement, ay" be written as

are implemented using message expiration times that are set E[D] = /T’” Fha(t)dt
when a message is generated. ) d
Table Il gives a list of commonly used notations used in the ~y To \
performance analysis of Direct Transmission and multiycop = m/o te”"dt
routing schemes in this paper. 1 R
= -7 @
IV. ANALYSIS OF DIRECT TRANSMISSION AND v o l—eh
MULTI-COPY ROUTING SCHEMES This result gives us the expected delay of a message

eW_ith expiration timeT, when the inter-contact rate of the

éestination isy. Since relation given in (2) is used frequently
later, we defined(~,t,) as a function a of inter-contact rate
and message expiration time as follows:

Given that the inter-contact times of mobile nodes are
ponentially distributed, we analyze fundamental perfaroga
metrics for mobility-assisted routing schemes, includirigect
Transmission and Spray and Wait. The performance metrics

that we are interested in aMessage Delivery Ratio (MDR), Bl ) — 1 et ;
Delay of Delivered Messages, andBuffer Occupancy. (7 ta) = IV DT

In our model, we assume inter-contact times of each pﬂ'r
of nodes are distributed with a rate of Each node generatesb

a message at a rate.m‘qnd randomly selects a nqde pther 3) Buffer Occupancy: Given the message generation rate
than itself as the destination. The message generation liate A, and inter-contact rate of nodes, we can find the number

mdependentdo:‘ thhe number of nodes " ﬂ:.e s;%erg. Mesdsa%?%odes in the buffer using a queueing system model with
are assumed 1o have a message expiration tiheeyon vacations, where the message arrival rate\ iand vacation

which they will be dropped. time is distributed exponentially with a rate of. Since

the message transfer time is very small compared to inter-

contact times, we can take the service rate as infinite for
1) Message Delivery Ratio: Provided that node inter- simplification. We assume that no messages are dropped due

contact times are exponentially distributed with a rateyof to buffer overflow.

for a message entering in the queue at time 0 the probabilityrirst, we find the expected time that a message spends

that the message is delivered before it is expired can bengiva the buffer, whether it is delivered or dropped due to

in the form of CDF as follows: message expiration. We already obtained the expected dtlay

delivered messages;| D], above in (2). The timeE,[T], that

an expired message spends in buffer is simifly Therefore,

whereT, is the message expiration time. Here we assume tia¢ €xpected t|me§[T], that a message spends in the buffer
no messages are dropped due to buffer overflow. is given as follows:

can be shown that the value @f(~,t,) is upper bounded
y min{t,,1/~}, and approachek/y whent, — cc.

A. Analysis of Direct Transmission Routing Scheme

ER|=1—¢ T (1)

2) Delay of Delivered Messages: Given message expiration E[T] = (1—e ")E[D]+e " E,[T]
time T,,, messages get delivered if the destination is reached 1 — =T
within T}, or it will be dropped. From an application point = ————— —Te " Tpe 1>
of view, we are only interested in the expected time that the 1 zﬂTI

delivered messages spend in the buffer queue before it gets =
delivered, i.e., the delay of delivered messages. v

Since we assume that the inter-contact times of nodes aré&iven message generation rate &f we can give the
exponentially distributed with a rate of, the probability of expected number of messages in the buffer quél€)], as



follows by using Little’s Law: that either of these two events happening is e~ (N =17t
Based on the analysis above, the expected message ddlay in
E[Q] = Ax*E[T) copy routing scheme can be given as follows, whBf®] =

A ED.(1,T,)/E[R]:
I (1, 7.)/ B[R] |

7 ED.(it.) = F((N—1)7,t) {NL(T —t, + ED)+
B. Analysis of L-copy Routing Scheme: Recursion Method N -1

—i—=1
In this section, we use a recursive method to compute NiilED(iJrl?tw—ED)}, i€ ([l,L—1]
the performance metrics. In this scheme, at each sfatee . L .
ED.(i,ts) = (1—e "7)[Ty —te + ®(L,ta)], = I4)

consider the rate at which the system leaves staiad the
probabilities of the system moving to the next statel or the whereED = ®((N —1)v,t,). The expected message delivery
delivery stateD. For the former case, we call the respectiveatio, E[R], is included in the calculation as we are interested
function for statei + 1 in a recursive manner. The depth oin the delay of delivered messages.
the recursion igL. 3) Buffer Occupancy: When the system is at stafe with

The main advantage of this scheme is that it is straightf@xpiration timet,, the number of message in the system is
ward analysis of the system state transition. Also, theugalagiven asL()\/v)(1 —et=), following (3). Note that the rate is
lation of the metrics is relatively easy. The main disadaget taken asy, instead ofL~, since each node with a copy of the
is that it does not give a closed-form expression for any ef timessage keep the copy until it meets the destination or until
performance metrics. the message is expired.

1) Message Delivery Ratio: To obtain the expected mes- At statei, where: < L, the source gives out a copy, either
sage delivery ratio, let us first _consider thg case When_lall_f:%rt)geogfhsé'rr‘ﬁggsnégoer’ tgt antg?&nfg)eﬁhﬁﬁehgrsogg})irlﬁ;%\f/ed a
copies have been spread a without reaching the destinatiggfvering it to the destination i/ (N —1), and the probability
Let us further assume that remaining message expiratian tigf delivering to another relay i6N —i — 1)/(N — ). Based
is t,. Since node movements are independent and the inten the analysis, the expected buffer occupancy at each node
contact times are exponentially distributed, the rate aithvh €an be expressed as follows, whet@Q] = FQ.(1,T%):

the destination meets any one of thenodes isL x . Given 1

. o . EQ.(i,ts -A-1-ED;
the inter-contact rate and expiration time, we get the ebguec @0t N —i ! +
delay after reaching state is 1 — e~ %=, as defined in (1). N-oi—t lEQz(i +1,te — ED;), d€[l,L—1]
At statei, wherei < L, the system leaves the state at a rate N —i ' ’ ’
of (N — 1)v. As shown in Figure 1, under the condition tha ) A .
the system moves either to state- 1 or to stateD within EQw(“tw) -5 L-F(y,tz), i=1L ®)

t., which occurs with a probability of — e~ (V-7 the _ .
probability of moving to s?ate’ +1 ig (N —i—1)/(N—1), whereF (y, t;) = 1 -7, andED; = &((N —i—1)7, t.).
whereas the probability?, of moving to stateD is /(N —1). In the calculation of buffer occupancy above, we equated the
In either case, the expected time that system stays atstatbuffer occupancy at each node with the total buffer occupanc
ED,is given asED = ®((N—1)v,t,). Based on the analysisof the system caused by the message generation at a single
above, the expected message delivery ratid-{copy routing node, which is given by the set of equations in (5). The reason

scheme canﬁbe given as a recursive set of equation as foIIO}gsalS follows. Assuming the total expected buffer occupancy
whereE[R] = ER,.(1,T,): : : :
in the system (including the source) caused by the message
ERu(i,ts) = F((N—1)7,t.) [ i I generation at a single node @, the exp_ectgd total buffer
N-1 occupancy of all the nodes of the system is givemMby @, as

N—i-— 1ERz(z' 1t — ED)] L ieL,L—1] there areV r_lodes in th_e system. Since each of filerodes in
N-1 the system is equally likely to share the total buffer oceigya
ERy(i,tz) = F(Lv,tz), i=1L (3) of the system, the expected buffer occupancy at each node
where F(v,£,) = 1 — e, and ED = &((N — 1)y, t,). is again given byQ. The same reasoning is applied in the

2) Message Delay: From the analysis above, we knOWcaIcuIatlon of buffer occupancy in the analytical methduhst t

that the expected message delivery ratio at sfatis given follow.
as1l — e L= wheret, denotes the time remaining beforeC. Analysis of L-copy Routing Scheme: ODE Method

message expiration. Based on Equation (2), the expectagl del |n this section, we give the performance analysis of the
at this state is given a®(Lv,t,). Considering that the time -copy routing scheme using ordinary differential equation

passed since message generation when system enterd. stai@DEs). Observing the similarities between infectiougdies

is T, — t,, we obtain that the expected message delay axd Epidemic routing, [21] used the ODE models following
(1 — e B0 (T — te + B(Lry, ). infectious disease-spread model used in [5]. In this mddel,

Let us now consider the case when the system enters s . w ; ”
i, wherei < L, with message expiratiofy. With probability %cesses are present: “infection process” where nodeadpr

1— Pp, which is given above, the system enters staté, with copies of the message, and “recovery process” in which nodes
a new expiration time of, — E D, incurring further delay, and delete message after successful delivery of the messabe to t
with probability P, system moves to stat@. The probability destination.



Applicability of ODEs in solving the performance metrics Solving the equation above with the initial condition
under Source Spray and Wait routing scheme is driven by thé7;,) = F,, we have
observation that the rate at which the system leaves state
. . 4 . F(t) 1— (1 — Fp)e br(t=Tu)
depends on the value of By treating the; as a continuous NoL
1 — eL—1-Lnt (M) , t>Tp

variable, a fluid limit of the Markovian model can be provided

using ODE model. The main advantage of this model is the N -1

scalability of analysis and the ability of the model to pabei Combining the results above, we can give the CDF of
closed-form solutions for simple cases. For more Comp"?ﬁessage deliveng(t), as follows:

scenarios, one normally has to resort to numerical comiputat

for desired results. 1 — eN-Nty—1-e"7(N-1) t< Ty
1) Message Delivery Ratio: Assuming a message is gener- F'(t) = | ol1-Int (N_L)N*L LT (1)
ated at the source, we I&{t) denote the number of “infected N-1 Z oL

nodes”, including the source, that have a copy of the messaggparefore using (7) above the expected MDIRR], is
at timet, wheret is calculated from message generation tim?jiven as ' '

The following relation can be given:

dI
2) Message Delay: We use f(t) to denote the PDF of

— =y
di message delivery, wherg(t) = F’(t). To find the delay of

where N is the number of nodes in the system. The functiog, i ered messages, we first obtain the conditional PD),

I(t) is abbreviated in the equation above, and we follow this

E[R] = F(T) (8)

(N—=1)

o . X . as follows:
convention in other differential equations that follow.
Solving the equation above with the initial conditidf0) = fa(t) = ftt < T,) = f(t)
1 yields F(T)

I(t)=N — (N —1)e~" (6)

In L-copy scheme the equation above is only valid fo]fj[D]

With this result the expected delay of delivered messages,
, under message expiration tirfig is given as follows:

I < L. Before we consider the scenario further, we find the Ty
expected time7,, at which system reaches stateby using E[D] = /0 tfa(t)dt
Equation (6): 1 T,
= — / tf(t)dt
T, — In(N—-1)—In(N - L) F(Ty) Jo

B! I
With this we can defind () for ¢ > 0 as follows: = Tu— 7T, /0 F(t)dt )
1) = N—(N-1Le",  t<Ty 3) Buffer Occupancy: In our analysis so far for the delivery
L t>Tg ratio and message delay we did not consider the fact that an

Now let F(¢) denote the cumulative probability of messagiifected nodes that has a copy of the message can “recover”

delivery at timet, we have the following equation [29]:
dr

by deleting the message from its buffer, as this did not &ffec
these two metrics. This recovery process has to be considere
for buffer occupancy as buffer space for a message is freed

=~I(1-F)

dt after the message is delivered. We assume that an “infected”

Solving the equation above using Equation (6) and initigdlay node deletes a message copy if it delivers the message o

condition £(0) = 0, we have the node is informed by the destination that the message has

been received. We also assume that nodes will keep a record of
delivered messages, and will not be re-infected by the sourc
We can directly obtain the expected message delivery ratio et R(t) and.J(t) denote the number of recovered nodes

F(t) -1 eN*Nt'yflfeit’y(Nfl)

Fy, at timeT}, as follows:
Iy, F(TyL)

1 eNfNTL'yflf(Nfl)e’TLV
1 — ¢L—1-Nn
N—-L

N
1_6L71
N -1

After the system reaches stafewe can give the following
expression fotF'(t):

N—1
N—-L

t>T
dt L

= yL(1 - F),

and the number of infected nodes at timeespectively. We
can give the following relation fod (¢):
@ _ Y(N —J - R)e " —~J,
dt

The factore=* is introduced to reflect the fact that the source
only spreads copies only if it has not delivered the message t
the destination. Wheh < N andL < N, howevere~"! can

be approximated as 1, since< Ty, andT;, < 1/7. So we can
simplify the equation above and the following set of equatio
can be give forJ(¢) for ¢t > 0. The results we obtain here for
buffer occupancy can be viewed as a close upper bound for

t<T;, (10
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Fig. 2. Total number of infected nodes(¢)), number of currently infected
nodes {(t)), and number of recovered nodeB(¢))

the actual values. We note thatiif < N does not hold, the
deviation due to our approximation will be larger.

y: YN —-J—-R)—~J t < Ty,
dt —R t > 1Ty
Similarly, the following can be given foR(t):
dR
—=~J 0<t
a

where

TL
Qr = /\/ J(t)dt
0
A
- ;[N — e (N — ATy, + NyTy)]
X [N(EL-1) N-1
= ;[ﬁ*N‘L”nN_L

D. Analysis of L-copy Routing Scheme: Phase-type Method

As we can see from Figure 1 depicting the state transition
diagram for L-copy routing, the message delivery process
can be seen as a sequence of Poisson processes. Unlike
hypoexponential distribution, the system can reach alirsgrb
state D from any state non-absorbing state and can be
viewed as finite-state continuous absorbing Markov chain fo
our analysis using phase-type (PH) distribution. The main
advantage of the PH distribution is its ability to analyze th
system in a unified and algorithmically tractable manner.

1) Message Delivery Ratio: The distribution of message
delivery time can be represented with a random variable
describing the time until the system reaches the absorléte s
of the corresponding Markov process with one absorbing stat
(D). We note that the absorbing stafecan be reached from
any statei € 1,..., L. To model this we construct a Coxian

Solving the equations above with the initial conditionéphase-type) distribution [16], Rid, ©), as follows:

J(0) =1 and R(0) = 0, we obtain the following:

Tt = e (1 — vt +ytN) t <17y,
( ) - JLef'y(thL) t> TL
and
R(E) = N —e (N —~t+~4tN)  t<Ty
(t) = L — Jpe v(t=Tw) t>1Try,
where
N —L N -1
Jr = J(TL) N—1+( )HN—L

We can see that relatiofi(t) = J(¢t) + R(¢) holds for

t > 0. A sample graph depicting the relationship of thes((jaI

three functions is shown in Figure 2. In this this graph, titalt
number of nodes that have been “infected” at titris given
by I(t). As can be seen, oncEt) reachesL at time Ty, it

becomes constant as there will be no more copies spread. The

number of nodes that arrently infected at timet is given

by function J(t), whereas the total number of “recovered”
nodes is given byR(t). For buffer occupancy, we are only
interested inJ(¢) as it gives the number of nodes that e, e

carrying the message at time

When the message generation rate,ishe expected buffer

occupancy,E[Q], under message expiration tirfig is given
as
Ty

ElQl = A J(t)dt
0
2N —e (N = 4Te + N T)] To < T
QL+ %JL (1 - 677(T”'7TL)) T, >TL
(11)

o = (11 07 ) 0)7
and
—71 P11 0 0 0 ]
0 —Y2 D272 0 0
o . .
0 0 —YL-2 PL—27YL—2 0
0 0 0 —YL-1 PL—17YL-1
L O 0 0 0 —vL

Here a is a1l x L row matrix denoting initial probability
stribution, and® is a L x L transition matrix, where

vi=v-(N—-1), 1<i<L
/YL:’Y'La
N—-1-—1
i = ——, 1<i<L
P N1 1<

,7: denotes the rate at which the system leaves gtate
andp; denotes the probability that the message is not delivered
to the destination, either by the source or by a relay. Thesta
{1,---, L} are also calleghhases, and the dimensioh of the
matrix is called theorder of the distribution PHa, ©).

With this, the CDF of message delay(t), can be given
by the cumulative distribution of the time until absorption
stateD as follows [2, 16]:

Ft)=1- ae'®1 (12)



where1l is a column vector of sizé&v x 1, with all elements where@, is calculated using Equation (16), afiti denotes
being one, an@'® is the matrix exponential of®, which is the probability that the system reaches statieom the initial

given by o state:
e -3 Lon b T N-i-1_N-L
n=o " R e
The corresponding PDF of message delivgify,), is given as -
follows: V. EXPERIMENTAL RESULTS
ft) = ae'®@°, (13)

In this section, we present experimental results for mighili
Hwaracteristics and performance analysis. The goal of our
experiments is to verify the correctness of analytical ltssu
regarding the performance analysis of mobility-assistad-r
E[R) = F(T,) =1 — ae’®1 (14) ing schemes.

2) Message Delay: Similar to the expression derived in the
ODE method, we can write the delay of delivered messages, Experimental Settings
E[D], as follows:

where®° = —O1.
Using the results above, we can give the expected MD
E[R], under message expiration tirfig as follows:

Our experiments mostly use thes-2 network simulator
extended with our own code. The default settings fr

T, T,
E[D] :/ tfa(t)dt =T, — #/ F(t)dt (15) 2 simulations are as follows. Each simulation run has 40
0 F(T:) Jo nodes moving according to the specified mobility model in a
where F'(¢) is given in (12), and 6000m x 6000m square area. By default, nodes have a radio
F(t) range of250m. Nodes move according to the Random Way-
fa(t) = f(tlt < Tp) = F(T,) point mobility model. The minimum and maximum speeds,

) . . ) Umin aNd V0., are3m/s and 10m/s, respectively. We ran
in which f(#) is given in (13). each experiment 29 times with random seeds. The duration of

3) bBuffefr chupgnc;r/]: We first gonsidTIr thref;:ases wr;]ere th%ach simulation is 45000 seconds. Data points presented are
number of copies in the system is smaller tarFor a phase- plotted with 95% confidence intervals.

type distribution discussed above, the expected total tirae
the system spends in statés (—©~1);; given that the initial
state isi. Since the system under consideration always staRs Performance Metrics
from state 1, the expected time that system spends in ftate

S ) For our performance analysis we use Direct Transmission
T;, is given as follows:

and Source Spray and Wait (SSW) schemes, and measure
T,=(-0"1Y,;, 1<j<L message delay, message delivery ratio, andbuffer occupancy
g{éder different settings. We use three different valued.of
under SSW scheme: 2, 4, and 8.
We study the effects of message expiration times on per-
S; = { 0, i1 . formance by varying the message expiration time in the range
Y L I<j<L of 0-13000 seconds. Messages will be dropped and will not
andT7y, the time system reaches stdtgis given asT;, = 5. be delivered if expired. We consider that such time constsai
WhenT, < T, the expected buffer occupandy|[Q], can be are realistic exist in many real life applications, eitheran
given as application level requirement, or as part of routing paliie
BlQl = Q; + \(Ty — S,), Ty <T assume that no messages are dropped due to buffer shortage,

and arrange our experiments accordingly.
wherej is the largest number that satisfifs < T, andQ;
is the expected buffer occupancy when the system entees s@t

7:

Let S; denote the expected time when system enters st
j, we have

J=1

Message Delivery Ratio

0, j=1, Results for message delivery ratios are shown in Figure
Qj = { Ax SN0 % ) 1 <i<L (16) 3. Sub-figures 3(a)-3(c) show the empirical and analytical
=1 o = results for message delivery ratios for the cabeg, L=4, and
WhenT; > T}, the analysis is the same with the ODE casg,_g regpectively. Analytical results for MDR for recursion

and we can give the expected buffer occupaidy], for any ethod, the ODE method, and the phase-type distribution
T; > 0 as below following Equation (11): are respectively obtained using Equations (3), (8), and. (14
Q; + (T — Sy), T, <1Ty, As expected, the message delivery ratio increased as
Bl = { Qr + % P L(1—eTT) T > Ty increased. We can see that all the analytical results fosages
(17) delivery ratios closely agree with the experimental result
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Fig. 3. Empirical and Analytical Results for Message DelifRatios under Different Multi-copy Routing Schemes
D. Message Delay resource comsumption in buffer usage, as well as in the num-

Figure 4 shows experimental and analytical results fg,er pf tr_ansmissions made for a message. This has impc_)rtant
message delay. Analytical results for recursion methodeD/MPlications for the performance of for resource-consiedi
and PH-distributions are obtained from Equations (4), 48y SyStéms and massively partitioned networks.

(15), respectively. As expected, the average message dela}Ve can see from the figure that_anglyncal results from
decreases as we increase the number of copies spread.ggyrsion and the phase-type distribution methods closely
small expiration intervals, we see that the differencesetayl 29ree witht he empirical results. Analytical values obgain

of delivered messages among different schemes are snffM the ODE method deviates from the empirical values
but the variations grow as the expiration time increases. \@& [ 9ets larger. These deviations might be introduced as a
note that since only the delivered messages are considef&@fisequence of the simplification that we made in Equation
the message delay should be considered along with delivéhp), @s well as the from the modeling of discrete buffer
ratio to gain an understanding of the performance of differeccupancy values in the continuous domain.

schemes.
VI. CONCLUSIONS

E. Buffer Occupancy In this paper, we studied the performance of multi-copy
Empirical and analytical results for buffer occupancies arouting scheme for Delay tolerant networks (DTNs). DTNs are
shown in Figure 5. Analytical results for the buffer occupan a class of networks that experience frequent and long-iduarat
are obtained from Equations (5), (11), and (17), respdgtivepartitions due to sparse distribution of nodes. The topo#dg
As expected, the buffer occupancy increases as we incieasémpairments experienced within a DTN pose unique chal-
As opposed to the improved performance in message delivéepges for designing effective DTN routing protocols. For
ratio and delivery delay discussed above, this represégtieh mobility-assisted DTN systems, routing schemes mainlygoc
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Fig. 4. Empirical and Analytical Results for Delay of Delied Messages under Different Multi-copy Routing Schemes

on the trade-off between routing performance and resouilseamportant for the design of routing protocols for DTNs; es
usage. Therefore, the analysis of fundamental performamcially for resource constrained systems of small de\aces
metrics is important in the design and analysis of DTN rayitirmassively partitioned networks. Through extensive sitrha
schemes. study, we showed that our analytical results for perforneanc

We provided the analysis of multi-copy routing schemes gjetrics are accurate. Future work includes the extension of
deriving analytical results for important performance ricst OUur analytical methods for other DTN routing schemes, both
such as message delay, message delivery ratio, and buffrunicast and multicast communications.
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