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Figure 1: In Hypothesizer, a developer first demonstrates a defect while Hypothesizer records the program behavior. The developer then works collaboratively with Hypothesizer to find relevant hypotheses, answering questions to clarify the defect’s symptoms. The developer tests a hypothesis by investigating behavior using a timeline of key events and follows step-by-step instructions to implement a fix.

ABSTRACT

When software defects occur, developers begin the debugging process by formulating hypotheses to explain the cause. These hypotheses guide the investigation process, determining which evidence developers gather to accept or reject the hypothesis, such as parts of the code and program state developers examine. However, existing debugging techniques do not offer support in finding relevant hypotheses, leading to wasted time testing hypotheses and examining code that ultimately does not lead to a fix. To address this issue, we introduce a new type of debugging tool, the hypothesis-based debugger, and an implementation of this tool in Hypothesizer. Hypothesis-based debuggers support developers from the beginning of the debugging process by finding relevant hypotheses until the defect is fixed. To debug using Hypothesizer, developers first demonstrate the defect, generating a recording of the program behavior with code execution, user interface events, network communications, and user interface changes. Based on this information and the developer’s descriptions of the symptoms, Hypothesizer finds relevant hypotheses, analyzes the code to identify relevant evidence to test the hypothesis, and generates an investigation plan through a timeline view. This summarizes all evidence items related to the hypothesis, indicates whether the hypothesis is likely to be true by showing which evidence items were confirmed in the recording, and enables the developer to quickly check evidence in the recording by viewing code snippets for each evidence item. A randomized controlled experiment with 16 professional developers found that, compared to traditional debugging tools and techniques such as breakpoint debuggers and stack overflow, Hypothesizer dramatically improved the success rate of fixing defects by a factor of five and decreased the time to debug by a factor of three.
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1 INTRODUCTION

When a program behaves unexpectedly, developers often ask themselves, “Why is the program not working as expected?” They then begin to formulate hypotheses to explain the cause of the defect (e.g., “I think I may not have properly parsed the data coming from the server”) [26, 33, 45]. These hypotheses serve as a guide for the
rest of the debugging process, during which developers gather evidence to accept or reject the hypothesis. Evidence may be found in many places, such as source code, program state as observed through the debugger or logs, or network communications [4, 26]. If a developer has a hypothesis that correctly explains the cause of the defect, their chances to fix the defect increase significantly [2].

However, identifying a correct hypothesis can be a daunting task for developers. Instead, developers often formulate many incorrect hypotheses, leading to time-consuming investigation gathering evidence to test hypotheses that do not yield any progress towards a fix [2, 8, 20]. For example, when a program fails to respond to a user’s click, developers may struggle to determine the correct hypothesis due to the numerous possible causes of such a defect [36]. A button may not work as expected for many reasons, ranging from an improperly implemented click event handler to broken asynchronous communication between servers triggered after the click. Investigating each hypothesis they formulate, developers may waste valuable time and resources investigating hypotheses that do not advance the debugging process. In some cases, developers may become stuck, unable to identify any further hypotheses, making it even more challenging to fix the defect.

While traditional debuggers assist developers in more easily observing runtime values or in localizing the defect to a specific line of code, these tools do not explicitly help to find a hypothesis. Developers must first still rely on their knowledge to formulate a hypothesis and then use these tools to test it. Without a hypothesis, developers may end up stepping through the entire program without progressing toward a fix [22]. The most effective tool for developers to find the correct hypothesis is to seek help from experienced developers [19, 26]. Hypotheses that explained a defect in one program may be applied to other programs with the same underlying issue. Expert developers who have encountered defects before leverage this experience to formulate a hypothesis. However, these hypotheses reside in experts’ heads, and current methods for sharing and searching for them such as Stack Overflow often do not work effectively [7, 30, 37].

This raises an important question: **How can a debugger directly assist in finding and testing hypotheses?** To address this question, we propose the concept of hypothesis-based debuggers, which support developers in working with hypotheses throughout the debugging process. Hypothesis-based debuggers work collaboratively with the developer throughout the debugging process to find and test relevant hypotheses until the defect is fixed. We have implemented this approach in **Hypothesizer** (Figure 1).

To begin debugging with Hypothesizer, a developer *demonstrates* a defect by interacting with the program. Hypothesizer records program behavior during this interaction, encompassing code execution, user interface events, network communications, and user interface changes. Hypothesizer then *finds* relevant hypotheses by loading a dataset of hypotheses and querying the recording for evidence which confirms or contradicts each hypothesis. Each hypothesis consists of a description (e.g., “You may not have parsed the data coming from the server correctly”), a set of labels describing the defect’s symptoms (e.g., “clicking a button does nothing”), and a list of conditions (e.g., a user clicks on a button, a click event is triggered, data is loaded from the server, but the parsing API is not used). When a program behavior satisfies a condition, it provides evidence that the hypothesis is relevant. Hypothesizer reports relevant hypotheses matching at least 50% of its conditions within the recorded behavior. To further narrow down relevant hypotheses, the developer may select labels describing defect symptoms. Hypothesizer then presents an investigation plan to *test* a hypothesis in the form of a timeline view. This summarizes evidence identified in the recording which confirms or contradicts each condition and allows the developer to quickly examine evidence by viewing code snippets for each evidence item. The investigation plan includes potential code locations for modifications to fix the defect.

Hypothesizer’s ability to find relevant hypotheses stems from its access to and use of a dataset of hypotheses capturing the knowledge of experienced developers. For this study, the first author populated a dataset with ten hypotheses based on discussions of defects on Stack Overflow. To evaluate Hypothesizer’s ability to utilize the hypotheses dataset, we introduced ten defects relevant to these hypotheses into separate open-source web applications. We found that Hypothesizer successfully identified the most relevant hypothesis for all of the defects in multiple programs.

In a randomized controlled experiment with 16 professional developers, we examined the effectiveness of Hypothesizer in assisting developers with debugging. The findings indicate that when developers employed Hypothesizer, they were significantly more successful in fixing defects than when they relied on traditional tools such as breakpoints debugger and Stack Overflow. Developers with Hypothesizer fixed the defect within eight minutes. In contrast, without Hypothesizer, developers struggled, with only 19% of developers successfully fixing the defect, taking an average time of 21 minutes. Hypothesizer helped developers to identify relevant hypotheses and fix the defect with fewer code navigation and program reruns. Even with limited knowledge of the program being debugged, the timeline view and step-by-step plan provided by Hypothesizer enabled developers to investigate relevant hypotheses and fix defects more efficiently.

The contributions of this paper are:

- The concept of hypothesis-based debuggers, and an initial prototype for web debugging in Hypothesizer. Hypothesis-based debugging supports the developer throughout the debugging process to demonstrate the defect, find relevant hypotheses, gather evidence to test hypotheses, and implement a fix.
- Evidence from a technical evaluation demonstrating the ability to successfully identify relevant hypotheses for defects in open source applications within a few seconds.
- Evidence from a randomized controlled experiment on the impact of hypothesis-based debugging on the debugging process.

## 2 MOTIVATING EXAMPLE
Sara is a software engineer on a team building a movie search app using modern web technologies. Her current task involves implementing a filtering feature for the search interface. While she has managed to implement the basic filtering functionalities and UI elements, she notices that clicking the search button after typing any movie in the search input does not show any results.
“Why does clicking the search button not show any movies?”, Sara asks. Rather than formulate and investigate hypotheses with a traditional debugger, Sara decides to start with Hypothesizer.

When Sara opens Hypothesizer, two panels immediately appear (Figure 2). The first panel is an instrumented Chrome browser running the movies search app, as shown in Figure 2(A). The second panel is the Hypothesizer recording interface, shown in Figure 2(B). Sara begins debugging with Hypothesizer by demonstrating the defect. She clicks the “Start REC” button, moves her cursor to the movie app and types “Superman”, and clicks the search button. After demonstrating that the movies search button does not show any movie, she clicks “Stop REC” inside Hypothesizer.

Hypothesizer prompts Sara to wait while identifying relevant hypotheses. After a few seconds, Hypothesizer asks Sara to select one or more labels describing the symptoms of the defect. These labels are grouped into most likely and less likely descriptions. Sara reads through the labels and selects two. The first states that the defect is “Unable to render data fetched from the server” (Figure 3(A)), which she picked because the movie search app communicates with a server to load the movie’s data. The second states, “No response when moving the mouse out of an element” (Figure 3(B)). Although Sara is unsure about the relation between the defect and this symptom, she selects it as she thinks the program may need to respond when the mouse moves from the search button.

Based on these selections, Hypothesizer offers Sara two relevant hypotheses that may explain the defect (Figure 3(C)). Sara begins her investigation by selecting the hypothesis “You are only handling onmouseover event, but not onmouseout event.” She reviews its description and examines the timeline view summarizing the evidence supporting it. Sara notices that this hypothesis has a contradictory evidence item, indicated with a warning indicator (A) (Figure 4). The hypothesis expects a callback handler of a mouseOver event within the recorded program behavior. However, Hypothesizer did not find this in the program behavior, suggesting the hypothesis may be incorrect. Sara quickly moves on to a different hypothesis.

Sara continues debugging by selecting a hypothesis which suggests that “The data received from the server is not being parsed, resulting in the program not rendering anything” (Figure 5(A)). She quickly skims the timeline view of the evidence and notices no contradictory evidence. She proceeds to review each item in
the timeline, clicking and reading each item’s description and examining the associated details, such as source code, runtime state, network activities, and events (Figure 5 ③).

As she investigates the evidence, Sara sees that most items in the timeline are marked with a checkmark symbol (✔), indicating that these evidence items confirm the relevance of the hypothesis. However, one item is marked with a cross symbol (✗), which prompts Sara to wonder what it means. She clicks on it, and discovers that it indicates a potential starting point to fix the defect (Figure 5 ④). Hypothesizer provides step-by-step instructions for fixing the defect. Based on her investigation so far, Sara believes this hypothesis is correct and decides to follow the plan to fix the defect. She opens the suggested code location by clicking “Show in Editor” (Figure 5 ⑤). After making the suggested changes, Sara reruns the app and verifies that the defect is fixed.

3 RELATED WORK

Hypothesizer builds on decades of work examining the process by which developers debug as well as prior debugging tools that help developers debug more effectively.

Early research on code comprehension and debugging demonstrated the critical role of hypotheses in the debugging process [9, 16, 27, 29, 39]. Brooks [9] introduced the idea of “global hypotheses” that drive developers to search for evidence and refine their understanding of a program. Letovsky [27] observed professional developers as they asked questions and formulated hypotheses in the form of “conjectures” to guide their debugging efforts. A study by Jeffries [16] found that experts were more likely to form correct hypotheses and effectively find relevant evidence. These early studies provide insight into the mental processes involved in debugging and suggest that the ability to form and test hypotheses is important to effective debugging.

Other research has focused on the specific steps that developers take during the debugging process. Developers ask questions and form hypotheses about the cause of incorrect output and then test these hypotheses by examining code and inspecting program state [18, 19, 33]. However, most hypotheses that developers form are incorrect [2, 8, 19, 20], leading them to inspect irrelevant code and prolonging debugging. Information Foraging Theory has been used to explain how developers navigate through code while debugging by focusing on the scent of relevant code and avoiding explicit reference to developers’ hypotheses [25].

When developers are unable to form hypotheses about the cause of a fault, they may turn to external resources for help. This often involves searching the internet for possible explanations or asking questions in online communities such as Stack Overflow [38, 44]. However, the success of this approach depends on the developer’s ability to ask precise and well-informed questions and formulate high-quality search queries [7, 30, 37]. Another source of hypotheses is expert colleagues or coworkers [15]. In teams working on a large codebase, developers often communicate with each other to share knowledge and expertise. However, asking a teammate for help can introduce a context switch that wastes time and disrupts the debugging process, especially when the teammate is not immediately available [24]. Rather than ask a teammate each time a challenge occurs, developers may also capture and externalize...
this knowledge for later use. In particular, developers may share strategic knowledge, but face challenges in communicating this knowledge effectively [5]. Tools may offer better support for this process, offering ways to share, find, and request programming strategies [6].

Many fully automated debugging tools do not present their results in a way that provides enough information for developers to understand the problem, why it is a problem, and what to do differently [17]. Fault localization tools and techniques have been built to help developers search for fault locations. For example, program slicing tools [40] often display to the user a ranked list of potentially faulty statements [12, 43, 46], shrinking the search space of potentially faulty statements developers must presumably consider. However, studies have found that developers often struggle to form correct hypotheses to explain the underlying cause of the fault and that fault locations alone do not support this [3, 32, 42]. Developers raise concerns about the usability of the output produced by such tools, reporting that false positives and a large volume of warnings make it difficult to effectively use the tool and understand the defect [17]. Automated analysis tools may detect code syntax or style errors but may be unable to identify defects caused by the absence of certain code patterns [41]. In these cases, the absence of code patterns may be crucial evidence in formulating a hypothesis, but static analysis tools are not designed to identify this type of evidence.

A variety of interactive techniques have been proposed to improve debugging. The Whyline [21] allows developers to ask questions about program output, enabling them to interactively trace dependencies backwards and locate the source of the fault without making any assumptions about the incorrect behavior. REACHER [23] provides an interactive call graph visualization that encodes various properties to assist developers in answering questions related to causality, ordering, type membership, repetition, choice, and other relationships, helping developers to stay oriented while navigating. Timelapse [10] is an omniscient [28] debugging tool designed for rapidly recording, reproducing, and debugging interactive behaviors in web applications, allowing developers to browse, visualize, and navigate within recorded program executions using familiar debugging tools. These tools primarily focus on answering questions about program behavior, and do not directly address the task of finding hypotheses that explain the defect behavior.

While forming and testing hypotheses is essential to debugging, current debugging tools lack support for this critical process. Our paper seeks to bridge this gap by introducing a new type of debugging tool known as hypothesis-based debuggers which aid developers in identifying and testing hypotheses about the cause of a defect.

4 HYPOTHESIS-BASED DEBUGGERS

In this paper, we introduce hypothesis-based debuggers, which offer assistance throughout the debugging process by helping the developer demonstrate a defect, clarify the symptoms of the defect, identify a debugging hypothesis, and quickly test a hypothesis by identifying relevant evidence to examine.

4.1 Design Goals

Hypothesis-based debuggers aim to address three key design goals:

1. **D1. Help developers find relevant hypotheses early in the debugging process.** Defect behavior can be complex, requiring reasoning about and connecting together user input, program state, code execution, network activity, API calls, and user interface changes, before developers may formulate hypotheses. Hypothesis-based debuggers assist developers in finding relevant hypotheses early in the debugging process. This helps in two ways. First, ensuring that developers focus on the most relevant hypotheses from the beginning saves time and effort by reducing the need to explore unrelated hypotheses. Second, having hypotheses to investigate from the beginning prevents developers from feeling stuck or directionless, providing a clear starting point for the debugging process. Hypothesizer addresses this design goal by letting developers demonstrate a defect, clarify the expected behavior, and then view hypotheses with supporting evidence found in the recording (Section 4.2.1).

2. **D2. Help developers gather evidence to test hypotheses.** Developers test hypotheses by gathering a wide variety of evidence, such as by adding log statements or using breakpoint debuggers to manually set breakpoints, stepping through code, and inspect variables [3, 33]. This process can be time-consuming, particularly when developers must stitch together information from multiple tools for their investigation. Hypothesis-based debuggers gather together and display the necessary information for developers to test a hypothesis. Hypothesizer achieves this by providing an investigation plan, shown through an interactive timeline view of the evidence for each relevant hypothesis (Section 4.2.2).

3. **D3. Help developers fix the defect.** Possessing a hypothesis without a clear understanding of how to fix the defect hinders a developer’s progress. For instance, developers may be aware that incorrect data parsing causes the defect, but may not know where or how to parse the data correctly. Hypothesis-based debuggers offer developers step-by-step instructions to implement a fix, suggesting potential code locations to start and a general description of what a fix might entail. Hypothesizer addresses this design goal by providing step-by-step instructions that guide developers toward fixing the defect. These instructions outline specific evidence items and their connection to the fix, indicating a potential location of the fix based on a related evidence item. We discussed this further in Section 4.2.3.

4.2 Hypothesizer

We developed Hypothesizer, a prototype hypothesis-based debugger which helps developers to find and test hypotheses for web applications. Hypothesizer is implemented as a stand-alone debugger utilizing the Chromium DevTools Protocol [11].

4.2.1 Finding Relevant Hypotheses (D1). Hypothesizer draws inspiration from the process developers use to formulate a hypothesis. Developers gather information from various sources to comprehend program behavior and formulate hypotheses [26]. As in omniscient
debuggers [28]. Hypothesizer simplifies this process by asking the developer to demonstrate the defect a single time, capturing a trace recording all of the entire program behavior, and then letting the developer gather evidence by inspecting the recorded program behavior. After beginning the recording, developers interact with the program within a fully instrumented version of the Chrome browser, which Hypothesizer manages. Hypothesizer constructs a recording with timestamps of all user interface events, code execution, network communications, and user interface changes, until the developer terminates the recording session. Figure 2 illustrates the recording interface.

The recording captures the program’s behavior, including the demonstration of the defect. Hypothesizer analyzes the recording, using a dataset of hypotheses to identify relevant hypotheses. This dataset embodies the knowledge possessed by expert developers, who use this knowledge to formulate hypotheses more effectively [13]. Each hypothesis contains a list of conditions that describe the program’s behavior that would make the hypothesis relevant. When a recorded behavior of a program satisfies a condition, it provides supporting evidence for the hypothesis.

The conditions list of a hypothesis comprises descriptions of specific instances of program behavior and the order in which they must be satisfied in the recording. Incorporating an order for conditions enables Hypothesizer to determine a hypothesis’s relevance more precisely. To identify relevant hypotheses, Hypothesizer iterates through all hypotheses in the dataset and searches for their conditions within the recorded program. Hypothesizer employs Semgrep [35], an open source pattern-matching engine, to search for condition items within the program behavior. For each condition item in a hypothesis, Hypothesizer generates a Semgrep pattern using the open source library to represent an instance of the program behavior and queries it against the recorded behavior. Semgrep’s robust pattern-matching capabilities allow Hypothesizer to effectively search for a wide variety of patterns representing conditions in the program’s behavior. For instance, consider a hypothesis with a condition item involving a submit button click. This condition can be described as follows:

```json
{
  "EvidenceType": "click",
  "evidenceShape": {
    "inputType": "submit",
    "target": "BUTTON"
  },
  "shouldBeFound": "true"
}
```

Hypothesizer creates a Semgrep pattern to search for an entry in the program behavior that corresponds to a submit button click event. Figure 6 provides an overview of the process involved in identifying relevant hypotheses.

Hypothesizer categorizes each item in a hypothesis’ conditions list as either confirming or contradictory evidence. A condition item is considered confirming evidence if it meets one of two criteria: it must either be present in the program behavior and expected to be found, or not present in the program behavior and not expected to be found. If a condition item does not meet these criteria, it is marked as contradictory evidence. Hypothesizer identifies hypotheses as relevant if 50% or more of the conditions list contains confirming evidence. Hypothesizer then presents relevant hypotheses to developers in two categories: most likely, if all of the hypothesis’s conditions are marked as confirming evidence, and less likely, if more than half but not all conditions are marked as confirming evidence in the recorded program behavior.

After identifying relevant hypotheses, Hypothesizer further narrows down potentially relevant hypotheses by letting developers...
Table 1: Evidence Types in Recording and Timeline View

<table>
<thead>
<tr>
<th>Evidence Type</th>
<th>Icon</th>
<th>Information Displayed</th>
</tr>
</thead>
<tbody>
<tr>
<td>keyboard event</td>
<td>![Keyboard]</td>
<td>Pressed keys, associated code snippets, and their corresponding locations.</td>
</tr>
<tr>
<td>Click/Submit event</td>
<td>![Submit]</td>
<td>Click count, associated code snippets, code location</td>
</tr>
<tr>
<td>MouseOver event</td>
<td>![Mouse]</td>
<td>Mouseover element count, associated code snippets, code location</td>
</tr>
<tr>
<td>Onmouseout event</td>
<td>![Close]</td>
<td>Onmouseout element count, associated code snippets, code location</td>
</tr>
<tr>
<td>Code pattern/API call</td>
<td>![Code]</td>
<td>API calls count, associated code snippets, code location</td>
</tr>
<tr>
<td>Network request</td>
<td>![Network]</td>
<td># network requests, request bodies, associated code snippets, code location</td>
</tr>
<tr>
<td>Network response</td>
<td>![Response]</td>
<td># network responses, their response bodies, associated code snippets, code location</td>
</tr>
<tr>
<td>UI changes</td>
<td>![UI]</td>
<td># UI changes, types of changes, removed and added code snippets, code location</td>
</tr>
</tbody>
</table>

describe the symptoms of the defect. Developers can choose one or more symptom labels, where each label corresponds to at least one relevant hypothesis. Hypothesizer has identified. Clarifying the defect’s symptoms helps recover the developers’ intention, which may be difficult to deduce solely from the program’s behavior. For example, suppose a developer intends a part of the interface to animate after clicking a button. If the animation does not work as expected, the developer may then select a label stating “animation is not working.” With this additional information about the developer’s intent, Hypothesizer can focus on hypotheses related to animation. This level of specificity is challenging to achieve from the recorded program behavior alone.

4.2.2 Testing a Hypothesis with an Investigation Plan (D2). After identifying relevant hypotheses, Hypothesizer helps developers quickly skim the list and decide which to investigate first. Hypothesizer displays those with the most confirming evidence first, showing a collapsible list of relevant hypotheses with a heading summarizing the hypothesis (Figure 3). Clicking on a hypothesis expands the hypothesis detail pane, offering the developer an investigation plan to test the hypothesis through an interactive timeline view of evidence items (Figure 5).

The interactive timeline summarizes how evidence found in the program’s behavior confirms the hypothesis. By clicking on each item in the timeline, developers can examine the evidence and view related code snippets from the source code. To further investigate a specific code snippet, a developer can click on it, opening the corresponding source code within the developer’s IDE. Evidence items include user interface events, network activity properties, method calls in the execution trace, code patterns, or user interface changes. Each evidence item displays information based on its type. For example, network communication items display the request and response payloads, and UI changes show the type of change and what was added or removed (Table 1).

To enable developers to quickly skim the evidence items in the timeline view, the type of each evidence item is indicated through an icon. Whether the evidence item was found in the recorded behavior is indicated by its opacity. Evidence marked with a (✓) indicates confirming evidence, meaning the evidence satisfied the condition of the hypothesis. Evidence marked with a (✗) indicates contradictory evidence, where the condition was not identified in the recorded behavior, making the hypothesis less likely to be true.

4.2.3 Explaining How To Fix The Defect (D3). Hypothesizer identifies at least one evidence item as an initial step to fix the defect, indicated with a cross mark (✗) on the left corner of its icon. Clicking on this item opens the evidence information as well as a “How to Fix?” section offering step-by-step instructions to fix the defect (Figure 5). These instructions are built from a template in the hypothesis. These step-by-step instructions serve two primary purposes. First, they clarify the relationship between specific evidence items and a potential fix. Second, they suggest a location and plan to implement a fix, which developers can follow by using the link to open the corresponding code in their IDE.

4.2.4 Authoring Hypotheses. Experienced developers can share their expertise in identifying the root cause of defects by contributing to the dataset of hypotheses used by Hypothesizer. To author a hypothesis, a developer writes text explaining the hypothesis and the conditions that determine when it will apply. Developers first write text that captures how the hypothesis explains the cause of a defect. Developers then specify the hypothesis conditions through a two-step process. Developers first record the program while demonstrating the defect. This recording is then exported by Hypothesizer as a JSON file, which contains an itemized representation of the execution where each event is represented as an object and its properties. This data serves as the foundation for identifying the conditions of the hypothesis. Developers can use this to craft conditions, deciding how specific or general the hypothesis should be based on their understanding of the defect (e.g., narrowing to a click event from a submit button rather than any click event). These conditions are then combined to form a hypothesis. Each condition includes a description of its relevance and importance to the hypothesis and a pattern describing how it appears in the execution, which can be used to construct a Sempgrep pattern. An example of a hypothesis is shown in Appendix A.

4.2.5 System Scope and Limitations. While the scope of our Hypothesizer prototype is web applications, Hypothesizer is open source and may be adapted to support other types of applications. Hypothesizer uses the Chrome DevTools Protocol [11] to instrument the Chrome browser. To extend Hypothesizer to application types that are incompatible with the Chrome web browser, users may either extend the Chrome DevTools Protocol for custom runtime instrumentation or employ alternative methods of instrumentation.
Table 2: A summary of the hypotheses dataset used in the evaluation of Hypothesizer.

<table>
<thead>
<tr>
<th>ID</th>
<th>Defect Symptom(s)</th>
<th>Hypothesis</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Incorrect add/remove item of a list of items, Unexpected reload of the page</td>
<td>You are not using “preventDefault” API to prevent the default behavior of the submit button.</td>
<td>keyboard event, submit event, no prevent API call, network communication, UI reload</td>
</tr>
<tr>
<td>H2</td>
<td>Rendering an empty page, Unable to render data fetched from the server</td>
<td>The data received from the server is not being parsed, resulting in the program not rendering anything.</td>
<td>click event, Get network request, network response with JSON, no response.</td>
</tr>
<tr>
<td>H3</td>
<td>No response when pressing keys on the keyboard</td>
<td>You are not attaching the event listener for keyboard events to the correct element.</td>
<td>click event, keyboard event, no onkeydown callback mouseover event, mouseover callback, onmouseout event, no onmouseover callback click event, setState API call, UI change, no setTimeout API call, transform animation API call click event, onClick callback, no props passed to onClick callback click event, onClick callback, no setState API call click event, onClick callback, no button with type property = button radio elements UI rendering, click on a radio element event, no label on the radio element click event, onClick callback, pass the button value inside the callback, no currentTarget API call error handling API call</td>
</tr>
<tr>
<td>H4</td>
<td>No response when moving the mouse out of an element</td>
<td>You only handle onmouseOver event, not onmouseout event.</td>
<td></td>
</tr>
<tr>
<td>H5</td>
<td>Animation is not working or sluggish</td>
<td>You are not applying the animation inside setDuration.</td>
<td></td>
</tr>
<tr>
<td>H6</td>
<td>Clicking on a button does something unexpected</td>
<td>You are not explicitly passing the props to the onClick event handler.</td>
<td></td>
</tr>
<tr>
<td>H7</td>
<td>Clicking on a button does nothing</td>
<td>You are not updating the state of the element(s) after the onClick event handler is called.</td>
<td></td>
</tr>
<tr>
<td>H8</td>
<td>Clicking on a button does something unexpected</td>
<td>You are not assigning a type to the button element.</td>
<td></td>
</tr>
<tr>
<td>H9</td>
<td>Clicking on a radio button selects the wrong choice</td>
<td>You are not placing the label element for the radio elements correctly.</td>
<td></td>
</tr>
<tr>
<td>H10</td>
<td>Clicking on a button does nothing</td>
<td>You are not using currentTarget API to get the button value.</td>
<td></td>
</tr>
</tbody>
</table>

Hypothesizer is designed to process codebases which generate tens of thousands of recorded program behavior entries. Hypothesizer’s scalability is primarily influenced by the quantity of conditions to be evaluated rather than the number of hypotheses. Our observations revealed that many hypotheses share identical conditions (as shown in Table 3). Based on this insight, Hypothesizer evaluates unique conditions once and caches the results.

For defect recordings which are longer or contain numerous user interactions, processing time will increase. Several additional techniques may offer the potential for further improving scaling behavior. The analysis of defect recordings may be offloaded from developers’ local machines to more scalable cloud servers. This approach may introduce security and privacy risks by exposing information about the source code to servers not owned by the developer. But emerging commercial tools such as Replay [34] suggest that it is possible to offload computations to third-party servers while ensuring privacy.

5 TECHNICAL EVALUATION

To examine the ability of Hypothesizer to identify the cause of defects in real-world open source applications, we conducted a technical evaluation. The goal of this evaluation was to examine how effectively hypotheses represent a cause of a defect by investigating the extent to which conditions for hypotheses generalize effectively across programs. We applied each hypothesis to different programs, rather than new defects. We examined the size of the program behavior recording, performance of Hypothesizer in working with these recordings, and overall effectiveness in finding the correct hypothesis. We inserted defects into each application and then examined the performance of Hypothesizer across these applications and defects. The study materials as well as the Hypothesizer source code are publicly available [1].

5.1 Method

We aimed to select prevalent defects in web applications that pose challenges for developers. Modern web apps incorporate extensive interactive features, encompassing button clicks, keyboard inputs, mouse events, and server communications. We chose ten defects representing a broad spectrum of evidence types, adapted from Stack Overflow questions. Each defect was introduced into two open source web applications: a To-Do app and one of six additional applications, including applications for Movie Search, Tetris, Excalidraw, an Interactive Timeline, a Simple Survey, or Online Pizza Order.

We assembled a dataset of ten hypotheses through a five-step process. First, we began by investigating popular posts on Stack...
Table 3: The result of the technical evaluation of Hypothesizer across multiple defects and web applications. For each defect (H1 to H10), the table lists the program name, time taken to demonstrate the defect, size of the program behavior recording (expressed in files, LOC, events, and API calls, with files and LOC presented as a percentage of the total), time taken to find relevant hypotheses, and the most likely and less likely hypotheses identified. The final row displays the mean values of these metrics.

<table>
<thead>
<tr>
<th>ID</th>
<th>Program Name</th>
<th>Size of Program Behavior Recording (% of total)</th>
<th>Relevant Hypotheses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Time (s) Files LOC Events API Calls Time (s) Most Likely Less Likely</td>
<td></td>
</tr>
<tr>
<td>H1</td>
<td>To-Do</td>
<td>5 18 (72%) 487 (71%) 37 5263 9 H1 H2, H7</td>
<td></td>
</tr>
<tr>
<td>H2</td>
<td>Movies Search</td>
<td>6 5 (50%) 193 (62%) 109 5974 10 H1 H7</td>
<td></td>
</tr>
<tr>
<td>H3</td>
<td>To-Do</td>
<td>6 4 (16%) 121 (17%) 29 4934 8 H2 H7</td>
<td></td>
</tr>
<tr>
<td>H4</td>
<td>Movies Search</td>
<td>6 4 (40%) 158 (51%) 37 4743 8 H2 H7</td>
<td></td>
</tr>
<tr>
<td>H5</td>
<td>Tetris Game</td>
<td>3 1 (4%) 166 (4%) 10 598 6 H3 H5</td>
<td></td>
</tr>
<tr>
<td>H6</td>
<td>To-Do</td>
<td>4 15 (60%) 495 (65%) 16 1155 7 H4 H5, H7, H6</td>
<td></td>
</tr>
<tr>
<td>H7</td>
<td>Movies Search</td>
<td>4 5 (50%) 208 (63%) 72 1577 8 H4 H5, H7, H6</td>
<td></td>
</tr>
<tr>
<td>H8</td>
<td>To-Do</td>
<td>3 2 (8%) 61 (9%) 7 728 6 H5 H3</td>
<td></td>
</tr>
<tr>
<td>H9</td>
<td>Excalidraw</td>
<td>3 34 (8%) 16060 (12%) 9 1001 9 H5 H6</td>
<td></td>
</tr>
<tr>
<td>H10</td>
<td>To-Do</td>
<td>7 17 (68%) 483 (69%) 41 5965 9 H6 H5, H7</td>
<td></td>
</tr>
<tr>
<td>H10</td>
<td>Interactive TimeLine</td>
<td>7 5 (50%) 197 (62%) 102 6109 9 H6 H5, H7</td>
<td></td>
</tr>
<tr>
<td>H10</td>
<td>Movies Search</td>
<td>4 17 (68%) 498 (58%) 45 5028 9 H7 -</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mean 4 8 (34%) 1024 (42%) 31 2569 8</td>
<td></td>
</tr>
</tbody>
</table>

Overflow. We aimed to understand common issues that web developers frequently encounter. From our investigation, we selected posts that we believed to represent ten common defects, paying particular attention to the symptoms and causes discussed within these posts. Second, we locally reproduced these defects. Third, we utilized Hypothesizer’s recording functionality to capture program behavior associated with each defect and extract relevant evidence items. We then constructed a hypothesis for each defect. The complete dataset includes 38 conditions across ten hypotheses. Finally, we validated the hypotheses through peer review with experienced developers. A summary of the hypotheses dataset can be found in Table 2.

We instrumented Hypothesizer to collect additional information for the technical evaluation. Specifically, we logged the time to record the defect demonstration steps and find relevant hypotheses. Additionally, we collected information regarding the program behavior recorded, including the number of files, lines of code, and API calls. We conducted our technical evaluation on a MacBook Pro with an Apple M1 Pro processor with 32GB of RAM running macOS 13.3.

5.2 Results

Across all ten defects in each of the two applications we examined, Hypothesizer was able to correctly identify the correct hypothesis as the single most likely hypothesis. On average, Hypothesizer identified two less likely hypotheses for each defect, providing other possible explanations for developers to investigate. Table 3 summarizes the results.

Hypothesizer’s recording feature efficiently captured program behavior in brief recordings, lasting just a few seconds. On average, each recording comprised 31 events and 2,569 API calls. Hypothesizer extracted a smaller portion of the code, averaging at less than half of the codebase. As the program size increased, Hypothesizer demonstrated greater precision. In one of the largest programs in the study (Online Pizza Order) with 14,000 lines of code, Hypothesizer managed to narrow down the collected lines of code to a mere 74 lines. On average, Hypothesizer’s analysis to find relevant hypotheses took 8 seconds.

6 EVALUATION

We conducted a controlled experiment with 16 professional developers to assess the influence of Hypothesizer on the debugging process. The primary aim of this evaluation was to investigate the system’s efficacy in supporting debugging tasks rather than examine the breadth of its applicability. In particular, we focused on the case where there exists a hypothesis which explains the defect, in addition to other unrelated hypotheses, and did not examine the case where there is no such hypothesis.
Table 4: Participant background, including years of professional and web development experience.

<table>
<thead>
<tr>
<th>ID</th>
<th>Occupation</th>
<th>Pro. Exp.</th>
<th>Web Dev. Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Software Engineer</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>D2</td>
<td>Software Engineer</td>
<td>1.5</td>
<td>0.25</td>
</tr>
<tr>
<td>D3</td>
<td>Software Developer</td>
<td>2</td>
<td>1.2</td>
</tr>
<tr>
<td>D4</td>
<td>Software Engineer</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>D5</td>
<td>Data Scientist</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>D6</td>
<td>Mobile Application Engineer</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>D7</td>
<td>Graduate Student (MS)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>D8</td>
<td>Graduate Student (PhD)</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>D9</td>
<td>Graduate Student (PhD)</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>D10</td>
<td>Front-end Developer</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>D11</td>
<td>Software Engineer</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>D12</td>
<td>Software Engineer</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>D13</td>
<td>Software Engineer</td>
<td>1.5</td>
<td>1.5</td>
</tr>
<tr>
<td>D14</td>
<td>Software Engineer</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>D15</td>
<td>Web Developer</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>D16</td>
<td>Software Engineer</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Mean</td>
<td></td>
<td>2.5</td>
<td>2.5</td>
</tr>
</tbody>
</table>

6.1 Method

The experiment was conducted online through a video conference, and participants were given access to the experimenter’s computer where Hypothesizer was installed. Participants were asked to debug two defects in open source web applications. Participants were randomly asked to use Hypothesizer as the only debugging tool on one debugging task. For the other task, participants were free to use any debugging tools or web resources, including Stack Overflow.

6.1.1 Participants. After obtaining IRB approval, we started recruiting participants on social media platforms such as Twitter, Slack, mailing lists, and personal contacts. We utilized the snowball sampling technique to recruit additional participants through the existing participants’ contacts. We included participants with at least one year of professional experience and who were familiar with web development. A total of 16 professional developers were recruited, with an average of 2.5 years of professional experience in the industry and web application development. Table 4 summarizes participants’ occupations and years of experience.

6.1.2 Tasks. The goal of the debugging tasks in this study was to fix the defects successfully. Participants were given 30 minutes for each task, and the task ended when they demonstrated that the defect was fixed and the program functioned correctly. Participants in the control group were allowed to use any debugging tools, including the debugger, DOM viewer, logging, network analyzer, and any online resources. Half of the participants were assigned to debug the first task using Hypothesizer (D4, D5, D6, D8, D10, D11, D14, D16), while the other half were asked to use Hypothesizer for the second task (D1, D2, D3, D7, D9, D12, D13, D15).

Both tasks were based on a defect from the technical evaluation. In the first task, participants were asked to fix a defect that caused a movie search app not to render the search results. In the second task, participants were asked to fix a defect in a Tetris game that prevented the game from correctly responding to keyboard input to move and rotate blocks. The correct hypotheses for these defects are listed in Table 2 as H2 and H3.

6.1.3 Post-task interview. Following each debugging task, the first author conducted informal, open-ended interviews with the participants. These interviews aimed to gain insights into their experience with the debugging process, including the most challenging aspects of the task and any tools or techniques that were particularly helpful. Once participants had completed both tasks, we asked them to reflect on the differences they noticed in their debugging process when using Hypothesizer compared to debugging without it.

6.2 Results

Participants employing Hypothesizer managed to fix defects within an average debugging time of eight minutes. In contrast, only three participants (D6, D7, and D12) were successful without Hypothesizer, taking an average of 21 minutes to fix the defects. These results highlight the substantial impact of Hypothesizer when compared to existing tools such as breakpoint debuggers and Stack Overflow (two-sided Wilcoxon signed-rank test, p-value < 0.001). Figure 7 and Table 5 summarize the differences in debugging between the two groups.

![Figure 7: Time spent debugging for participants with and without Hypothesizer. The maximum debugging time per task is 30 minutes.](image)

Table 5: Debugging work with and without Hypothesizer.

<table>
<thead>
<tr>
<th></th>
<th>Control</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tools Used</td>
<td>Logs, Breakpoints, DOM inspector, Network inspector, React devtools, Online resources</td>
<td>Hypothesizer</td>
</tr>
<tr>
<td>% Success</td>
<td>19%</td>
<td>100%</td>
</tr>
<tr>
<td>Avg. Time to Fix</td>
<td>21 minutes</td>
<td>8 minutes</td>
</tr>
<tr>
<td>Avg. Files Viewed</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Avg. Program Reruns</td>
<td>11</td>
<td>3</td>
</tr>
</tbody>
</table>
Hypothesizer: A Hypothesis-Based Debugger to Find and Test Debugging Hypotheses

6.2.1 Hypothesizer enabled developers to more efficiently identify relevant hypotheses with less effort. Participants without Hypothesizer spent more time examining the program behavior. On average, they navigated four times the number of code files and reproduced the defect four times more often. These participants relied on a broad range of tools, such as console logs (D1-D16), breakpoints (D1, D4, D6, D7, D10), the DOM inspector (D5, D10, D13), the network inspector (D1, D3, D9, D12-D15), and the React devtools (D1, D4, D9, D11). All, except for D1 and D3, searched the web for documentation, Stack Overflow posts, and code snippets.

One of the main difficulties that participants encountered was that the defects did not generate an explicit error message, which made the defect behavior “hidden”. Participant D2 expressed, “When working without Hypothesizer, the issue remained hidden. The program did not provide any feedback or error messages, and although Stack Overflow was somewhat helpful, I felt like something was missing that prevented me from making progress. I appreciate how Hypothesizer addresses this by requiring me to replicate the bug.”

A shared sentiment among the participants was that Hypothesizer streamlined the process of observing the defect behavior. D5 commented, “Hypothesizer summarizes what happened, so I didn’t need to set up breakpoints. All I had to do was reproduce the bug.” D4 mentioned that Hypothesizer required less effort than usual to observe the defect and come up with a hypothesis, stating, “I didn’t have to think deeply into the problem or create a description of the defect. I simply recorded my actions, and the tool handled the rest. Describing the defect behavior is often a problem for me, but Hypothesizer eliminated that requirement.”

D1 and D3, in particular, did not seek assistance from online resources such as Stack Overflow to search for relevant hypotheses. They thought that the defect was “specific” to their program, making it impossible to find any helpful information on the internet. D3 explained, “I did not use Stack Overflow because the defect was linked to many specific implementations you cannot express to Google or Stack Overflow.” Nonetheless, both defects encountered in our study were typical in web applications.

6.2.2 The Timeline View aided developers in testing hypotheses, despite limited knowledge of the codebase. Participants found the Hypothesizer timeline view valuable in quickly focusing on related program behavior, replacing the traditional method of exploring the codebase while debugging. D5 reported, “The way I often debug is by setting up breakpoints and stepping through the program. Hypothesizer did not require that as it presents a timeline and made me check different things quickly.” D9 reported that “having the timeline right here and getting the information immediately” helped them test the relevant hypotheses faster.

Participants appreciated the new experience Hypothesizer offered in supporting testing hypotheses. D7 noted that “using Stack Overflow was like guessing my way through it.” In contrast, Hypothesizer offered “a complete thesis, explaining what was causing the problem and why,” which helped them test relevant hypotheses more quickly. D8 and D12 explained how Hypothesizer made debugging more interactive, with D8 stating, “The step-by-step process is very interactive and helpful for me. Without Hypothesizer, I would first have to understand the codebase and inspect other stuff, and I might end up looking in places with no issues.” D12 reported that they would typically test many incorrect hypotheses first, but with Hypothesizer they were able to skip this guessing process.

Participants (D5, D6, D8-D10, and D12) found that Hypothesizer not only guided them toward the relevant hypotheses but also helped dismiss initial, incorrect ones they might have considered without its support. D10 highlighted that sorting relevant hypotheses by evidence derived from defect behavior allowed them to “focus on the more likely first, which avoided wasting time testing into other hypotheses.” D6 appreciated how Hypothesizer visualized relevant evidence items in the program behavior, enabling them to quickly discard initial incorrect hypotheses: “I like how Hypothesizer showed me that the event handler and networking worked as expected in the timeline. In the real world, these are the first things I would check if I face a similar bug, but manually.”

6.2.3 The step-by-step instructions facilitated fixing the defect contributed to a deeper understanding of the defect. All participants were successful in fixing the defect while using Hypothesizer. They utilized the step-by-step “how to fix?” instructions to understand and fix the defect. Participants reported that Hypothesizer helped them learn while debugging, improving their ability to fix future defects. D8 said, “I will be able to fix future similar defects more effectively because Hypothesizer helped me learn how to look at different evidence.”

Participants D11 and D13 observed that Hypothesizer was similar to working with an experienced developer who knows the codebase, facilitating a learning experience similar to pair programming activities. D11 commented, “Hypothesizer would really help in working on a codebase that belongs to a teammate. It will make it easier for me to iterate faster with a limited program understanding without physically consulting that expert teammate.” D13 added that “Hypothesizer seems to work as we work with another more expert developer. You need to show it the defect by recording the reproduction step, and then it starts thinking. Then it offers a list of hypotheses and a plan to fix the defect. This is much different than Stack Overflow, which requires you to give detailed questions.”

7 DISCUSSION AND FUTURE WORK

Effectively formulating and testing hypotheses has long been found to be crucial to successful debugging. However, current debugging tools lack direct support for this activity. In this paper, we introduce the concept of hypothesis-based debuggers, which collaboratively work with developers throughout the debugging process from identifying relevant hypotheses to fixing the defect. We found that a hypothesis-based debugger can substantially increase success fixing defects by a factor of five and reduce debugging time by a factor of three compared to traditional breakpoints debuggers and Stack Overflow. These promising results indicate the potential to dramatically decrease the time developers devote to debugging. Further work is necessary to further scale hypothesis-based debugging as well as apply it outside the context of web applications.

To effectively use hypothesis-based debuggers in the real-world, it is essential to facilitate the creation of an extensive database of hypotheses. Tools should aid developers in the process of identifying the conditions necessary to test a hypothesis. While Stack Overflow
provides a valuable resource for developers to learn from the experiences of others, one challenge in using it as a starting point for populating datasets for hypothesis-based debuggers is that posts are often specific to a particular problem or context. Hypotheses, on the other hand, need to be more general. Future research could explore methods to curate and cluster similar Stack Overflow posts into generalized hypotheses. Large language models such as Chat-GPT by OpenAI [31] might aid this process by recognizing patterns and generating initial hypotheses. However, due to the potential for error in these techniques, it is likely to remain important to have a human in the loop to review and improve generated hypotheses.

Hypothesis-based debuggers might also fit into new or existing communities such as StackOverflow. Developers might post questions, and answers might include a hypothesis, helping generalize the issue and making it much easier for developers to find this content.

While the current prototype was implemented as a standalone debugging tool, it included clickable links to view code snippets within the developer’s IDE. However, participants suggested that deeper integration with the IDE would be helpful to reduce context-switching between tools. During our study, we observed that some participants made typos while moving back and forth between Hypothesizer and the IDE, which hindered their ability to test hypotheses effectively.

Several participants suggested that Hypothesizer might be a valuable tool for novice developers learning to debug and discover defects, particularly when using new APIs. Instructors might use hypothesis-based debuggers by populating the database of hypotheses with those related to defects that students frequently make, such as in tools like HelpMeOut [14]. Integration between a hypothesis-based debugger into the learning process might give further visibility into the common challenges their students face, where instructors might use log data to identify areas of concern where further resources are needed.

Hypothesis-based debuggers might also support the process of onboarding developers onto new software projects. When developers join a new project or start working on an unfamiliar codebase, they often face challenges in understanding why common defects occur. Hypothesis-based debuggers might ease this learning curve by providing relevant hypotheses for common defects within the project.

More broadly, hypothesis-based debuggers might facilitate collaboration within software teams. Team members might identify common challenges and offer solutions as debugging hypotheses, working to collectively improve their team’s debugging skills.
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A **APPENDIX**

A complete example of a hypothesis (H1).

```
"hypotheses": [
  {
    "id": "HYPOTHESIS_1",
    "hypothesis": "You are not using 'preventDefault' API to prevent the default behavior of the submit button."
  }
],
"tags": [
  "incorrect add/remove item of a list of items",
  "unexpected reload of the page"
],
"evidence": [
  {
    "id": "EVENT_2",
    "pattern": {
      "objectShape": {
        "InputType": "text",
        "type": "keydown"
      }
    },
    "description": "The first thing you did was typing in the input box."
  },
  {
    "rule": "EVENT_1",
    "patterns": [
      {"objectShape": {
        "target": "BUTTON",
        "type": "click",
        "InputType": "Submit"
      }}
    ],
    "description": "You clicked on the submit button, which triggered a submit event."
  }
],
"isFound": true,
"DoesContainTheDefect": false
```


"rule": "API_1",
"patterns": [
{
"functionName": "preventDefault",
"codePattern": "$E.preventDefault()"
},
{
"description": "However, you did not use the preventDefault API to prevent the default behavior of the submit button. This often happen inside onSubmit event handler inside the form."
},
"isFound": false,
"DoesContainTheDefect": true,
"HowToFix": {
"steps": [
{
"description": "Start by searching for the onSubmit event handler inside the form inside this file."
},
"relatedEvidenceLocation": {
"rule": "API_11",
"exactLocation": true
}
],
"description": "Inside the onSubmit event handler, add the preventDefault API to prevent the default behavior of the submit button."
},
"codeExample": "const XXXX = (e) => {
  e.preventDefault() // <-- use this API inside the onSubmit callback
}"
},
"description": "Now, when you click on the submit button, the page will not be reloaded."
}],
"rule": "NETWORK_1",
"patterns": [
{
"objectShape": {
"type": "responseReceived",
"mimeType": "text/html"
},
"id": "NETWORK_1",
"description": "The browser reload since the submit behavior was not prevented."
},
"isFound": true,
"DoesContainTheDefect": false
}]