Rethinking Social Robot Navigation: Leveraging the Best of Two Worlds
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Abstract—Empowering robots to navigate in a socially compliant manner is essential for the acceptance of robots moving in human-inhabited environments. Previously, roboticists have developed geometric navigation systems with decades of empirical validation to achieve safety and efficiency. However, the many complex factors of social compliance make geometric navigation systems hard to adapt to social situations, where no amount of tuning enables them to be both safe (people are too unpredictable) and efficient (the frozen robot problem). With recent advances in deep learning approaches, the common reaction has been to entirely discard these classical navigation systems and start from scratch, building a completely new learning-based social navigation planner. In this work, we find that this reaction is unnecessarily extreme: using a large-scale real-world social navigation dataset, SCAND, we find that geometric systems can produce trajectory plans that align with the human demonstrations in a large number of social situations. We, therefore, ask if we can rethink the social robot navigation problem by leveraging the advantages of both geometric and learning-based methods. We validate this hybrid paradigm through a proof-of-concept experiment, in which we develop a hybrid planner that switches between geometric and learning-based planning. Our experiments on both SCAND and two physical robots show that the hybrid planner can achieve better social compliance compared to using either the geometric or learning-based approach alone.

I. INTRODUCTION

Decades of research into autonomous mobile robot navigation allows robots to reliably move from one point to another without collision with (mostly static) obstacles [1]–[5]. Recently, there is a growing interest in bringing robots out of academic labs and into common public spaces in the wild [6]–[9]. On their way to deliver packages [6], take-outs [7], and medical supplies [8], those robots need to navigate in a way such that they not only avoid static obstacles and move towards their goals, but also take other pedestrian’s objective into account. Therefore, enabling robots to navigate by social norms, known as the social robot navigation problem, has emerged as an important research topic.

To address social robot navigation, researchers have collected large-scale demonstration datasets [10]–[14], created protocols to validate social navigation systems [13]–[15], and developed social navigation techniques using geometric [16]–[24] or learning-based [25]–[33] approaches to move robots in a safe and socially compliant manner. While geometric approaches enjoy safety, explainability, and certifiability, they require extensive engineering effort and
are not scalable to complex and diverse social scenarios. On the other hand, learning-based approaches conveniently enable social navigation behaviors in a data-driven manner, but forfeit most of the benefits of their geometric counterparts. Moreover, most of these approaches have achieved improvement in social compliance primarily in experiments conducted in controlled lab environments.

Despite such academic successes, robotics practitioners are still reluctant in deploying those state-of-the-art social navigation systems on their robot fleet in the real world, especially data-driven approaches, due to their lack of safety, explainability, and testability. To the best of our knowledge, most of the navigation stacks running on real-world service robots are still geometric systems, which can be rigorously tested, confidently deployed, and easily debugged from a large-scale, real-world, software engineering perspective.

Considering the stark contrast between (i) our decade-long research and the current public resistance to mobile robots in public spaces and (ii) the active academic research in social robot navigation and the industrial reluctance to use them in real-world practices, we present a case study on social compliance of different existing robot navigation systems using a state-of-the-art Socially Compliant Navigation Dataset (SCAND) [10], [11] as a benchmark. We discover from the case study that geometric navigation systems can produce trajectories that align with human demonstrations in many social situations (up to 80%, e.g., Fig. 1 left). This result motivates us to rethink the approach to social robot navigation by adopting a hybrid paradigm that leverages both geometric-based and learning-based methods. We validate this paradigm by designing a proof-of-concept experiment in which we develop a hybrid planner that switches between geometric and learning-based planning. Our main contributions are:

- A social compliance definition based on how well a navigation behavior aligns with a human demonstration.
- A case study on the SCAND dataset which provides evidence that 1) geometric navigation systems can produce socially compliant navigation behaviors in many social scenarios (up to 80%, Fig. 1 left) but will inevitably fail in certain social scenarios (Fig. 1 right); and 2) learning-based methods have the potential to solve challenging social scenarios where geometric approaches fail but using them alone can suffer from distribution-shift problems.
- A hybrid paradigm that leverages both geometric-based and learning-based methods for social robot navigation. We validate this paradigm using both playback tests on SCAND and physical robot experiments on two robots.

II. BACKGROUND

A. Classical Geometric Navigation
As a research topic since decades ago, roboticists have developed a plethora of classical navigation systems to move robots from one point to another without collision with obstacles. Most classical systems take a global path from a high-level global planner, such as Dijkstra’s [34], A* [35], or D* [36] algorithm, and seek help from a local planner [1], [2] to produce fine-grained motion commands to drive robots along the global plan and avoid obstacles. Most classical navigation systems require a pre-defined cost function [37] for both global and local planning and trade off different aspects of the navigation problem, such as path length, obstacle clearance, energy consumption, and in recent years, social compliance. They then use sampling-based [1], [38], [39], optimization-based [2], [40], or potential-field-based [41] methods to generate motion commands. These approaches enjoy benefits such as safety, explainability, and testability, which can be provably or asymptotically optimal. Such benefits are important when deploying physical robots in the real world with humans around, and therefore these classical navigation systems are still widely favored by practitioners in the robot industry [6]–[9]. Implementing classical navigation approaches in socially challenging environments, however, requires substantial engineering effort such as manually designing cost functions [37] or fine-tuning navigation parameters [42]. These drawbacks motivate the use of learning-based approaches for the social robot navigation problem.

B. Learning-Based Navigation
Learning-based approaches [28], [43] may be either end-to-end [44], i.e., producing actions directly from perception, or in a structured fashion, e.g., learning local planners [45]–[52], cost functions [29], [53]–[55], kinodynamics models [56]–[58], and planner parameters [59]–[66]. From the learning perspective, most approaches fall under either imitation learning [27], [29], [44], [54], [62] from expert demonstrations or reinforcement learning [45]–[47], [52], [65], [66] from trial and error. Despite the convenience of learning emergent navigational behaviors purely from data in social scenarios, these systems suffer from the lack of safety and explainability, and cannot easily go through rigorous software testing and be debugged and fixed to avoid future failure cases. Therefore, robot practitioners rarely use learning-based navigation systems in their robot fleets deployed in the real world.

C. SCAND

SCAND [10], [11] contains 8.7 hours, 138 trajectories, and 25 miles of socially compliant, human tele-operated robot navigation demonstrations on the busy campus of The University of Texas at Austin, USA. SCAND includes socially challenging scenarios such as following, intersection, and overtaking, making it an ideal dataset to test social robot navigation methods. Additionally, SCAND provides multimodal information, including 3D LiDAR, RGB images, joystick commands, odometry, and inertia readings, collected on two morphologically different mobile robots—a Boston Dynamics Spot and a Clearpath Jackal—controlled by four human demonstrators in indoor and outdoor environments.

III. SOCIAL COMPLIANCE CASE STUDY

In our case study, we first propose a definition of social compliance based on how well a navigation behavior aligns with the human demonstration. Then, we use this metric to benchmark the social compliance of a set of geometric
navigation systems on SCAND. Three major findings from these analyses are:

1) Different geometric navigation systems show similar performance, where their trajectories align with human demonstrations in up to 80% SCAND scenarios.

2) A general purpose navigation planner, e.g., move_base, even without tuning for specific scenarios can often produce trajectories aligning with human demonstrations.

3) Despite the inevitable failures of geometric navigation planners that cannot be resolved through manual tuning, such occurrences remain infrequent within SCAND.

Finally, we investigate the performance of geometric-based and learning-based planners on both an in-distribution and out-of-distribution test set and find that training on SCAND can suffer from distribution-shift problems.

A. Defining Social Compliance on SCAND

SCAND is a dataset designed for learning from demonstration research, so we assume the human demonstrations provided in the dataset to be the ground truth. In this work, we propose a definition of social compliance based on how well a navigation behavior produced by a navigation system aligns with the human demonstration.

Definition 1: Given a navigation scenario \( S_i \) with a human demonstration behavior \( B_i^D \) at a time step \( t \), a navigation behavior \( B_i \) is socially compliant if \( d = \| B_i - B_i^D \|_p < \epsilon \), where \( \| \cdot \|_p \) is a distance metric and \( \epsilon \) is a small threshold.

In this work, we define the navigation scenario \( S_i \) to be the robot sensor observations in the past two seconds at a certain time step \( t \) of a demonstration trajectory in SCAND. We also define human demonstration behavior \( B_i^D \) as a deterministic sequence of waypoints, \( P_i^D = (x_i^D, y_i^D) \), at every step \( t \) starting from time step \( t \), to a navigation goal, \( P_i^G \), 10m ahead of the robot at time step \( t_g \) on the human demonstrated path: \( B_i^D = \{P_i^D\}_{i=1}^{t_g} \), where \( t_g \) is the first time step when \( \| P_i^D - P_i^G \| \geq 10 \). Then we send the same navigation goal, \( P_i^G \), to a navigation system to be benchmarked and retrieve its planned trajectory \( B_i \). Finally, considering most geometric navigation systems use a global trajectory planner before local motion planning and the quality of the robot motions heavily depends on the quality of the planned global trajectories \( B_i \), we use the undirected Hausdorff distance, which measures the distance from each point in the planned trajectory \( B_i \) to the closest point in the corresponding demonstration trajectory \( B_i^D \) as \( \| \cdot \|_p \), to measure the social compliance of the planned trajectory:

\[
    d = \max_\{ \sup_{P_i^D \in B_i^D} \inf_{P_i \in B_i} \| P_i^D - P_i \|, \sup_{P_i \in B_i} \inf_{P_i^D \in B_i^D} \| P_i^D - P_i \| \}.
\]

Fig. 2 shows trajectories with different Hausdorff distances from a Bird’s Eye View (BEV). Empirically, navigation systems that align better with human demonstrations are expected to yield a lower Hausdorff distance.

1Human demonstrations may not always represent the sole socially compliant behavior in certain scenarios, thereby challenging our assumption that deviations from the ground truth inherently lack social compliance [10].
tions for all four geometric navigation systems. Each system is evaluated by playing back SCAND data, recording the planned trajectories $B_t$, and comparing them against the SCAND demonstration trajectories $B_t^D$ to evaluate their social compliance under Def. 1.

Fig. 3 illustrates four Cumulative Distribution Function (CDF) curves comparing the performance of the four geometric navigation systems, indicating consistent trends among the systems: across many social scenarios in SCAND, they manage to maintain a moderate deviation from human demonstrations within $\epsilon = 1.0$. We find that move_base achieves the best alignment with human demonstrations in over 80% of SCAND navigation scenarios. This outcome is unexpected, given that move_base is the only navigation system among those evaluated that does not explicitly incorporate social factors into its algorithm. This observation suggests that a general-purpose navigation planner even without tuning for specific social scenarios can often produce socially compliant trajectories.

Additionally, we observe a small portion (roughly 5%) of scenarios where the geometric planners deviate significantly from human demonstrations (more than 3 meters Hausdorff distance). To understand the causes of such deviations, we sample 50 of these scenarios and inspect the interactions between the robot and the environment. We discover that these scenarios often require sophisticated reasoning skills that a geometric planner does not possess. For example, Fig. 1 shows two common social scenarios that are challenging for geometric planners and inevitably lead to poor compliance.

C. Comparing Geometric and Learning-Based Planner

In social robot navigation, human behaviors are unpredictable and the environment can vary significantly at different locations and times. Hence, it is challenging to create one dataset to capture the full distributions of social scenarios. This limitation could cause learning-based methods to suffer from the distribution-shift problem [70].

In order to investigate this problem, in addition to training and testing on SCAND, we follow SCAND’s procedure and collect extra demonstrations as an out-of-distribution test set. These demonstrations contain manually curated social scenarios in a lab environment, including intersection encounter, frontal approach, and people following. We then train a simple learning-based method, Behavior Cloning (BC) [71], on the SCAND training set and evaluate its performance on both the in-distribution SCAND test set and the manually curated out-of-distribution test set. Finally, we compare it with a general-purpose geometric planner, move_base, on both in-distribution and out-of-distribution data.

We plot the CDFs of the percentage of social scenarios over different Hausdorff distance thresholds in Fig. 4. We observe that while BC can outperform move_base on the in-distribution SCAND test data, BC’s performance significantly deteriorates on the out-of-distribution test set. move_base’s performance remains unchanged. This result indicates that training on the SCAND dataset might be affected by the distribution-shift problem, leading to poor generalization when facing various unseen social scenarios.

IV. RETHINKING SOCIAL ROBOT NAVIGATION

Our case study results suggest 1) geometric navigation systems can produce socially compliant navigation behaviors in many social scenarios but will inevitably fail in certain social scenarios; and 2) learning-based methods (in our case, BC) have the potential to solve challenging social scenarios where geometric approaches fail but using them alone can suffer from distribution-shift problems.

Our case study motivates us to rethink the approach to solving social robot navigation: can we take advantage of both geometric and learning-based approaches? In this work, we make an initial exploratory effort to answer this question: we develop a hybrid planner that uses a geometric navigation system as the backbone and complements it with a learned model (BC) for handling difficult social navigation scenarios. We also train a classifier to serve as a gating function, determining when move_base is likely to fail at generating a socially compliant behavior, at which point we switch to using the output from BC. To be specific, let $S_t$ be a social scenario at time step $t$. We instantiate our hybrid navigation planner $F(\cdot)$ based on a geometric navigation planner $C(\cdot)$, a learning-based planner $L_\theta(\cdot)$ with learnable parameters $\theta$, and a gating function $G_\phi(\cdot)$ with learnable parameters $\phi$ that selects between the output from the geometric and learning-based planners:

$$B_t = F(S_t) = G_\phi(C(S_t), L_\theta(S_t), S_t).$$

The parameters $\phi$ and $\theta$ can be learned using supervised learning on the navigation scenario and behavior tuples $\{S_t, B_t^D\}_{t=1}^T$ in SCAND:

$$\arg\min_{\phi, \theta} \sum_{t=1}^T d(S_t),$$

$$d(S_t) = ||B_t - B_t^D||,$$

$$B_t = G_\phi(C(S_t), L_\theta(S_t), S_t).$$

Among the many ways to learn $G_\phi(\cdot)$ and $L_\theta(\cdot)$ (either jointly or separately), in this work, we present a simple implementation that first learns a classifier $M_\phi(S_t)$ based on the difference $d$ between $B_t^D$ and $C(S_t)$ to choose between $C(S_t)$ and $L_\theta(S_t)$:

$$B_t = \begin{cases} C(S_t), & \text{if } M_\phi(S_t) = 1, \\ L_\theta(S_t), & \text{if } M_\phi(S_t) = 0. \end{cases}$$
C(·) can already produce socially compliant behaviors when $d \leq \epsilon$, while $L_\theta(·)$ only learns to address navigation scenarios where $d > \epsilon$. By comparing $C(S_t)$ against $B^*_\text{P}$, i.e., $d = ||C(S_t) - B^*_\text{P}||$, we separate the original SCAN D into a socially compliant, $D^C$, and a socially non-compliant, $D^N$, subset with respect to $C(·)$, and form a supervised dataset $\{S_t, c_t\}_{t=1}^T$, in which $c_t = 1$ if $S_t \in D^C (d \leq \epsilon)$ and $c_t = 0$ if $S_t \in D^N (d > \epsilon)$. Then, $M_\phi(·)$ is learned via supervised learning with a cross-entropy loss to classify whether $C(S_t)$ is socially compliant or not:

$$\phi^* = \arg\max_\phi \sum_{t=1}^T \log \frac{\exp(M_\phi(S_t)[c_t])}{\exp(M_\phi(S_t)[0]) + \exp(M_\phi(S_t)[1])}.$$ 

The learning-based planner $L_\theta$ is then learned to minimize the difference between its outputs and demonstrations in $D^N$:

$$\theta^* = \arg\min_\theta \sum_{(S_t,B^P_t) \in D^N} ||L_\theta(S_t) - B^P_t||.$$ 

During deployment, $F(·)$ first uses $M_\phi^*(·)$ to classify if $C(S_t)$ is socially compliant or not, and then executes $C(S_t)$ if compliant or $L_\theta^*(S_t)$ if not.

We evaluate the hybrid planner on both the in-distribution and out-of-distribution test sets and compare it with the geometric and BC planners. Fig. 4 shows the hybrid planner performs similarly to the best-performing planner on either test set, suggesting that the hybrid planner can take advantage of the best of both worlds during the playback tests.

V. PHYSICAL EXPERIMENTS

We conduct a human study in a series of physical experiments to assess the social compliance of our proposed hybrid approach, in comparison to an existing classical planner, i.e., move_base, and an end-to-end learning-based method, i.e., BC trained on SCAND. The experiments are conducted using a wheeled Clearpath Jackal and a legged Boston Dynamics Spot to show the generalizability of our proposed hybrid approach to robots with different morphologies on two university campuses, George Mason University (GMU) and The University of Texas at Austin (UT), respectively. We test the robots’ social compliance within three distinct social scenarios, i.e., Frontal Approach, Intersection, and Narrow Doorway. We keep the same setup of our hybrid approach among all three scenarios. The three methods are randomly shuffled and repeated five times, and human participants are requested to respond to a questionnaire with 4-5 questions using Likert scales [15], [29] following each run. Each scenario is tested on ten different individuals (fifteen interactions per individual).

### A. Social Compliance Questionnaire

For Frontal Approach, the five questions are:

1) The robot moved to avoid me.
2) The robot obstructed my path.
3) The robot maintained a safe and comfortable distance at all times.
4) The robot nearly collided with me.
5) It was clear what the robot wanted to do.

For Intersection, the four questions are:

1) The robot let me cross the intersection by maintaining a safe and comfortable distance.
2) The robot changed course to let me pass.
3) The robot paid attention to what I was doing.
4) The robot slowed down and stopped to let me pass.

For Narrow Doorway, the four questions are:

1) The robot got in my way.
2) The robot moved to avoid me.
3) The robot made room for me to enter or exit.
4) It was clear what the robot wanted to do.

The quantitative results of our experiments are shown in Fig. 5, where we plot the per-question average along with error bars for the three methods in each of the scenarios.

### B. Engineering Endeavors During Deployment

When deploying the hybrid planner on the robots, we incorporate a voting system that employs hysteresis by considering the past $n$ time steps with a threshold value of $r$ to switch between planners. To prevent collisions, we set a strict condition: if the robots get within $p$ meters of an obstacle, they immediately switch to the geometric planner for the next $t$ seconds. We empirically set the values for $n$, $r$, $p$, and $t$ depending on the location and robot. These adjustments make our hybrid system more stable and safer when running on real robots.

\*\* denotes negatively formulated questions, for which we reverse-code the ratings to make them comparable to the positively formulated ones.
being able to do so due to the limitation of move_base may cause its movement to be perceived unnatural. BC performs slightly better for Spot in Intersection (Fig. 5 lower middle) and Narrow Doorway (Fig. 5 lower right). We show the Spot Narrow Doorway experiment in Fig. 6 right as an example: Classical approach first follows the shortest path until it gets close to the human and avoids the human; BC avoids the human but gets lost thereafter; Hybrid approach can slow down and avoid the human in the beginning and successfully pass the narrow doorway in the end.

VI. Conclusions, Limitations, and Future Work

This work presents a case study on benchmarking social compliance of different existing geometric navigation systems using the scand dataset. Our case study results suggest 1) geometric navigation systems can produce socially compliant navigation behaviors in many social scenarios (up to 80%) but will inevitably fail in certain social scenarios; and 2) learning-based methods (in our case, BC) have the potential to solve challenging social scenarios where geometric approaches fail but using them alone can suffer from distribution-shift problems. These findings motivate us to rethink social robot navigation: we propose a hybrid paradigm that leverages both geometric-based and learning-based planners. We develop a hybrid planner and evaluate its performance both in the playback tests and on two physical robots as a proof-of-concept experiment. The experiment shows promising results of the hybrid paradigm.

This work has several limitations. First, getting the system working robustly during deployment poses engineering challenges. It requires further investigation to understand how to integrate geometric-based and learning-based methods better. In addition, the BC algorithm used in this work is a straightforward representative of a variety of learning-based methods, which can be replaced by more sophisticated model designs. Overall, this work serves as a preliminary effort to rethink social robot navigation with a hybrid paradigm and to inspire further investigation of this paradigm in the future.
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