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(ABSTRACT)

The growing disparity in data storage and retrieval needs of modern applications is driving the proliferation of a wide variety of storage systems (e.g., key-value stores, cloud storage services, distributed filesystems, and flash cache, etc.). While extant storage systems are designed and tuned for a specific set of applications targeting a range of workload characteristics, they lack the flexibility in adapting to the ever-changing workload behaviors. Moreover, the complexities in implementing modern storage systems and adapting ever-changing storage requirements present unique opportunities and engineering challenges.

In this dissertation, we design and develop a series of novel data management and storage systems solutions by applying a simple yet effective rule—workload awareness. We find that simple workload-aware data management strategies are effective in improving the efficiency of modern storage systems, sometimes by an order of magnitude. The first two works tackle the data management and storage space allocation issues at distributed and cloud storage level, while the third one focuses on low-level data management problems in the local storage system, which many high-level storage/data-intensive applications rely on.

In the first part of this dissertation (Chapter 3), we propose and develop MBal, a high-performance in-memory object caching framework with adaptive multi-phase load balancing, which supports not only horizontal (scale-out) but vertical (scale-up) scalability as well. In the second part of this dissertation (Chapter 4 and Chapter 5), we design and build CAST (Chapter 4), a Cloud Analytics Storage Tiering solution that cloud tenants can use to reduce monetary cost and improve performance of analytics workloads. Furthermore, we propose a hybrid cloud object storage system (Chapter 5) that could effectively engage both the cloud service providers and cloud tenants via a novel dynamic pricing mechanism. In the third part of this dissertation (Chapter 6), targeting local storage, we explore offline algorithms for flash caching in terms of both hit ratio and flash lifespan. We design and implement a multi-stage heuristic by synthesizing several techniques that manage data at the granularity of a flash erasure unit (which we call a container) to approximate the offline optimal algorithm. In the fourth part of this dissertation (Chapter 7), we are focused on how to enable fast prototyping of efficient distributed key-value stores targeting a proxy-based layered architecture. In this work, we design and build ClusterOn, a framework that significantly reduce the engineering effort required to build a full-fledged distributed key-value store.

My dissertation shows that simple workload-aware data management strategies can bring huge benefit in terms of both efficiency (i.e., performance, monetary cost, etc.) and flexibility (i.e., ease-of-use, ease-of-deployment, programmability, etc.). The principles of leveraging workload dynamicity and storage heterogeneity can be used to guide next-generation storage system software design, especially when being faced with new storage hardware technologies.
Modern storage systems often manage data without considering the dynamicity of user behaviors. This design approach does not consider the unique features of underlying storage medium either. To this end, this dissertation first studies how the combinational factors of random user workload dynamicity and inherent storage hardware heterogeneity impact the data management efficiency. This dissertation then presents a series of practical and efficient techniques, algorithms, and optimizations to make the storage systems workload-aware. The experimental evaluation demonstrates the effectiveness of our workload-aware design choices and strategies.
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Chapter 1

Introduction

The big data era has dramatically influenced almost every aspect of our modern lives. From social networks to enterprise business, from cloud storage to flash thumb drives, from massive-scale datacenter cluster to wearables and field sensors, the rapid growth of computing technologies has changed the way we work, do business, and entertain ourselves. One fundamental building block that enables the functioning of a myriad of services is the data-intensive computing and storage system. However, today’s service stacks are evolving at a fast pace, and consist of a mix of complicated software and hardware. Different sub-systems, components, and tiers interact with each other. Non-holistic piece-by-piece optimizations have resulted in sub-optimal solutions, hence, inevitably dragging down the end-user experience, whereas the initial target was to provide high performance and easy of use. This becomes even more challenging as the scale of these systems increases to hundreds/thousands of machines/devices deployed at different geographic locations.

1.1 Motivation

With the growth of cloud platforms and services, distributed key-value stores and block-level storage solutions have also found their way into both public and private clouds. In fact, cloud service providers such as Amazon, IBM Cloud and Google App Engine, already support these storage services. Amazon’s ElastiCache [9] is an automated in-memory key-value store deployment and management service widely used by cloud-scale web applications, e.g., Airbnb, and TicketLeap. With the improvement in network connectivity and emergence of new data sources such as Internet of Things (IoT) endpoints, mobile platforms, and wearable devices, enterprise-scale data-intensive analytics now involves terabyte- to petabyte-scale data with more data being generated from these sources constantly. Thus, storage allocation and data management would play a key role in overall performance improvement and cost reduction for this domain.
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While cloud makes data management easy to deploy and scale, the dynamicity nature of modern data-intensive application workloads and the increasingly heterogeneous storage mediums (i.e., dynamically changing workload behaviors, and the vast variety of available storage services with different persistence, performance and capacity characteristics) present unique challenges for providing optimal runtime efficiency for upper-level applications. For instance, Facebook’s memcache workload analysis [55] reports high access skew and time varying request patterns, implying existence of imbalance in datacenter-scale production deployments. This load imbalance is significantly amplified—by orders of magnitude—on cloud-based cache deployments, due to a number of reasons including key popularity skewness [172], multi-tenant resource sharing, and limited network bandwidth.

<table>
<thead>
<tr>
<th>Storage type</th>
<th>Capacity (GB/volume)</th>
<th>Throughput (MB/sec)</th>
<th>IOPS (4KB)</th>
<th>Cost ($/month)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ephSSD</td>
<td>375</td>
<td>733</td>
<td>100,000</td>
<td>0.218×375</td>
</tr>
<tr>
<td>persSSD</td>
<td>100</td>
<td>48</td>
<td>3,000</td>
<td>0.17×100</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>118</td>
<td>7,500</td>
<td>0.17×250</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>234</td>
<td>15,000</td>
<td>0.17×500</td>
</tr>
<tr>
<td>persHDD</td>
<td>100</td>
<td>20</td>
<td>150</td>
<td>0.04×100</td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>45</td>
<td>375</td>
<td>0.04×250</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>97</td>
<td>750</td>
<td>0.04×500</td>
</tr>
</tbody>
</table>

Table 1.1: Google Cloud storage details (as of Jan. 2015).

As another example, Google Cloud Platform provides four different storage options as listed in Table 1.1. While ephSSD offers the highest sequential and random I/O performance, it does not provide data persistence (data stored in ephSSD is lost once the associated VMs are terminated). Network-attached persistent block storage services using persHDD or persSSD as storage media are relatively cheaper than ephSSD, but offer significantly lower performance. For instance, a 500 GB persSSD volume has about 2× lower throughput and 6× lower IOPS than a 375 GB ephSSD volume. Finally, objStore is a RESTful object storage service providing the cheapest storage alternative and offering comparable sequential throughput to that of a large persSSD volume. Other cloud service providers such as AWS EC2 [8], Microsoft Azure [1], and HP Cloud [19], provide similar storage services with different performance–cost trade-offs.

1.2 Workload-aware Storage Systems

To address the above issues, this dissertation proposes, designs, and implements a series novel techniques, algorithms, and frameworks, to make workload-oblivious data management workload-aware. This dissertation selects three different application scenarios—distributed key-value storage systems, cloud storage platforms, and local storage systems—targeting two
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general modern workloads—internet-scale web workloads and big data analytics workloads. The overarching goal of this dissertation is to improve the efficiency and flexibility of modern storage applications by making the storage software layer fully-aware of both the workload characteristics and the underlying storage heterogeneity.

In the next section, we briefly describe the research problems, proposed research methodologies, and evaluation results of each work included in this dissertation.

1.2.1 Workload-aware Fast Memory Caching

Distributed key-value stores/caches have become the *sine qua non* for supporting large-scale web services in modern datacenters. Popular key-value (KV) caches such as Memcached [24] and Redis [31], have an impressive list of users including Facebook, Wikipedia, Twitter and YouTube, due to their *superb performance, high scalability, and ease of use/deployment*. It was reported that in-memory caching tier services more than 90% of database-backed queries for high performance I/Os [55, 172, 199]. The user experience is heavily dependant on the stability of the performance seen in the datacenters’ memory caching tier.

In the first part of this dissertation, we propose MBal, a high-performance in-memory object caching framework with adaptive Multi-phase load Balancing, which supports not only horizontal (scale-out) but vertical (scale-up) scalability as well. MBal is able to make efficient use of available resources in the cloud through its fine-grained, partitioned, lockless design. This design also lends itself naturally to provide adaptive load balancing both within a server and across the cache cluster through an event-driven, multi-phased load balancer. While individual load balancing approaches are being leveraged in in-memory caches, MBal goes beyond the extant systems and offers a holistic solution wherein the load balancing model tracks hotspots and applies different strategies based on imbalance severity – key replication, server-local or cross-server coordinated data migration. Performance evaluation on an 8-core commodity server shows that compared to a state-of-the-art approach, MBal scales with number of cores and executes $2.3 \times$ and $12 \times$ more queries/second for GET and SET operations, respectively.

1.2.2 Workload-aware Cost-effective Tiered Cloud Storage

With the improvement in network connectivity and emergence of new data sources such as Internet of Things (IoT) endpoints, mobile platforms, and wearable devices, enterprise-scale *data-intensive* applications now involves terabyte- to petabyte-scale data with more data being generated from these sources constantly. Thus, *storage allocation and management* play a key role in overall performance improvement and cost reduction for this domain. On one hand, while cloud makes data analytics easy to deploy and scale, the vast variety of available storage services with different persistence, performance and capacity characteris-
tics, presents unique challenges, from the cloud tenants’ perspective, for deploying big data analytics in the cloud. On the other hand, a highly heterogeneous cloud storage configuration exposes great opportunities for cloud service providers to increase his/her profit by leveraging a tiered pricing model.

In the second part of this dissertation, we propose CAST, a Cloud Analytics Storage Tiering solution that cloud tenants can use to reduce monetary cost and improve performance of analytics workloads. The approach takes the first step towards providing storage tiering support for data analytics in the cloud. CAST performs offline workload profiling to construct job performance prediction models on different cloud storage services, and combines these models with workload specifications and high-level tenant goals to generate a cost-effective data placement and storage provisioning plan. Furthermore, we build CAST++ to enhance CAST’s optimization model by incorporating data reuse patterns and across-jobs interdependencies common in realistic analytics workloads. Tests with production workload traces from Facebook and a 400-core Google Cloud based Hadoop cluster demonstrate that CAST++ achieves $1.21 \times$ performance and reduces deployment costs by 51.4% compared to local storage configuration.

1.2.3 Workload-aware Endurance-optimized Flash Caching

Unlike traditional magnetic disk drives, flash devices such as solid state drives (SSDs) transfer data in one unit but explicitly erase data in a larger unit before rewriting. This erasure step is time-consuming (relative to transfer speeds) and it also has implications for the endurance of the device, as the number of erasures of a given location in flash is limited. Flash storage can be used for various purposes, including running a standalone file system and acting as a cache for a larger disk-based file system. Our work focuses on the latter. Optimizing the use of flash as a cache is a significantly more challenging problem than running a file system, because a cache has an additional degree of freedom: data can be stored in the cache or bypassed, but a file system must store all data. In addition, the cache may have different goals for the flash storage: maximize hit rate, regardless of the effect on flash endurance; limit flash wear-out, and maximize the hit rate subject to that limit; or optimize for some other utility function that takes both performance and endurance into account [146].

In the third part of this dissertation, we design and implement a multi-stage heuristic by synthesizing several techniques that manage data at the granularity of a flash erasure unit (which we call a container) to approximate the offline optimal algorithm. We find that simple techniques contribute most of the available erasure savings. Our evaluation shows that the container-optimized offline heuristic is able to provide the same optimal read hit ratio as MIN with 67% fewer flash erasures. More fundamentally, our investigation provides a useful approximate baseline for evaluating any online algorithm, highlighting the importance of comparing new policies for caching compound blocks in flash.
1.3. Research Contributions

1.2.4 A Framework for Building Distributed Key-Value Stores

The growing disparity in data storage and retrieval needs of modern applications is driving the proliferation of a wide variety of distributed key-value (KV) stores. However, the complexities in implementing these distributed KV stores and adapting ever-changing storage requirements present unique opportunities and engineering challenges.

The fourth part of this dissertation tackles the above problems by presenting ClusterOn, a modular and compositional development platform that eases distributed KV store programming. ClusterOn is based on the insight that distributed KV stores share common distributed management functionalities (e.g., replication, consistency, and topology), and thus their development can be modularized and reused for building new stores. ClusterOn takes a single-server data store implementation (called a datalet), and seamlessly enable different services atop the datalets by leveraging pre-built control modules (called controllets). The resulting distributed stores can be easily extended for new types of services. We demonstrate how ClusterOn can enable a wide variety of KV store services with minimal engineering efforts. Furthermore, we deploy distributed KV stores developed by ClusterOn in a local testbed and a public cloud, and show that the KV stores perform comparably and sometimes better than state-of-the-art systems—which require significantly higher programming and design effort—and scale horizontally to a large number of nodes.

1.3 Research Contributions

From the above three aspects, we demonstrate in this dissertation that we can improve the storage performance and cost efficiency across multiple layers in the data management stack by adding simple yet effective workload-awareness strategies.

We explore how to mitigate the impact of load imbalance within the cloud datacenters’ memory caching tier. We study the effectiveness of optimization heuristics on improving tenant utility while enhancing cloud profits for real world data analytics workloads. We also investigate how to exploit the resource heterogeneity in a typical cloud object storage setup for boosting real world multi-tenant workloads. Furthermore, we explore different algorithmic heuristics in minimizing the amount of writes to the flash SSD device while guaranteeing the best performance (e.g., read hit ratio) in the client-/server-side flash caching tier for enterprise primary storage workloads.

Overall, this dissertation proposes innovative systemic and algorithmic approaches to tackle the inefficiency and inflexibility of the data management strategies in modern storage system stack. In the following, we highlight the specific research contributions that this dissertation make.

Exploiting workload dynamicity in key-value stores In this work, we first evalu-
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ate the impact of co-located multi-tenant cloud environment on cost of performance by conducting experiments on Amazon EC2 based cloud instance. Our observations stress the need to carefully evaluate the various resource assignment choices available to the tenants and develop simple rules-of-thumb that users can leverage for provisioning their memory caching tier. Second, based on our behavior analysis of Memcached in the cloud, we design and implement a fine-grained, partitioned, lockless in-memory caching sub-system MBal, which offers improved performance and natural support for load balancing. Third, we implement an adaptive load balancer within MBal that (1) determines the extent of load imbalance, and (2) uniquely applies local, decentralized as well as globally coordinated load balancing techniques, to (3) cost-effectively mitigate hotspots. While some of the load balancing techniques have been used before, MBal synthesizes the various techniques into a novel holistic system and automates the application of appropriate load balancing as needed. Fourth, we deploy our MBal prototype in a public cloud environment (Amazon EC2) and validate the design using comprehensive experimental evaluation on a 20-node cache cluster. Our results show that MBal agilely adapts based on workload behaviors and achieves 35% and 20% improvement in tail latency and throughput.

Exploiting analytics workload and cloud storage heterogeneity In this work, we employ a detailed experimental study and show, using both qualitative and quantitative approaches, that extant hot/cold data based storage tiering approaches cannot be simply applied to data analytics storage tiering in the cloud. We present a detailed cost-efficiency analysis of analytics workloads and workflows in a real public cloud environment. Our findings indicate the need to carefully evaluate the various storage placement and design choices, which we do, and redesign analytics storage tiering mechanisms that are specialized for the public cloud. Based on the behavior analysis of analytics applications in the cloud, we design CAST, an analytics storage tiering management framework based on simulated annealing algorithm, which searches the analytics workload tiering solution space and effectively meets customers’ goals. Moreover, CAST’s solver succeeds in discovering non-trivial opportunities for both performance improvement and cost savings. We extend our basic optimization solver to CAST++ that considers data reuse patterns and job dependencies. CAST++ supports cross-tier workflow optimization using directed acyclic graph (DAG) traversal. We evaluate our tiering solver on a 400-core cloud cluster (Google Cloud) using production workload traces from Facebook. We demonstrate that, compared to a greedy algorithm approach and a series of key storage configurations, CAST++ improves tenant utility by 52.9% – 211.8%, while effectively meeting the workflow deadlines.

Managing data in container-optimized manner for better flash endurance In this work, we thoroughly investigate the problem space of offline compound object caching in flash. We identify and evaluate a set of techniques to make offline flash caching container-optimized. We present a multi-stage heuristic that approximates the offline optimal algorithm; our heuristic can serve as a useful approximate baseline
for analyzing any online flash caching algorithm. We experiment with our heuristic on a wide range of traces collected from production/deployed systems, to validate that it can provide a practical upper bound for both RHR and lifespan.

**Fast Prototyping of Pluggable Distributed Key-Value Stores** To the best of our knowledge, ClusterOn is first to completely decouple control plane and data plane development of KV stores and support a modular and compositional development environment. ClusterOn also provides pre-built controlets, a programming abstraction to built new controlets, and datalet templates. These enable the construction of new KV stores or the extension of existing ones with improved programmability, robustness, and flexibility. We demonstrate how ClusterOn can support a versatile choice of practical services and provide high performance. Based on five (two new and three existing KV store designs) datalets, we have built several flexible KV store-based services. For example, ClusterOn enables new services—e.g., with the AA topology and SC model—that are not provided by off-the-shelf Redis [30], SSDB [37], and Masstree [160]. Overall, it took us three person-days on average to implement each controlet (excluding the design phase) and less than one person-day to design, develop, and test each datalet. This underscores ClusterOn’s ability to ease development of KV-store-based services.

### 1.4 Terminology

Note about terminology for readers of this dissertation: In this dissertation throughout, we use the term “memory cache” to refer to a software-managed application-level cache where the cached data resides in the main memory of a computer system; we use the term “flash cache” to refer to a software-managed application-level cache where the cached data resides in flash-based SSD devices; and “CPU cache” is referred to the built-in hardware cache used in CPUs. Throughout our work, we target the following major performance metrics including throughput, tail latency, workload completion time, and read hit ratio. For cost efficiency, we focus on the following metrics: monetary cost per performance (or what we define tenant utility) for cloud tenants, profit for cloud providers, and SSD device lifespan for SSD storage service providers. For flexibility metric, we focus on ease-of-use, ease-of-deployment, and programmability.

### 1.5 Dissertation Organization

The rest of the dissertation is organized as follows. In Chapter 2 we introduce the background technologies and state-of-the-art related work that lay the foundation of the research conducted in this dissertation. Chapter 3 presents a workload-aware high-performance memory caching system. Chapter 4 and Chapter 5 present a workload-aware data placement frame-
work with dynamic pricing support for next-generation cloud storage services. Chapter 6 describes a novel offline flash caching heuristic that improves the flash endurance by $3 \times$ while providing optimal performance guarantee. Chapter 7 introduces a flexible framework that helps reduce the required engineering effort when building a new distributed key-value storage system from scratch. Chapter 8 concludes and discusses the future directions.
Chapter 2

Background

In this chapter, we provide background required for various aspects of our dissertation. This dissertation is focused on applying different simple yet effective workload-aware strategies and techniques to existing storage solutions, to bridge the gap between modern data-intensive applications with the storage systems. This chapter summarizes the state-of-the-art research that is closely related to the major theme described above. We also compare them against our work by emphasizing the effectiveness, novelty, and benefits of proposed workload-aware techniques and algorithms in this dissertation.

2.1 Data Management in Key-Value Stores for Web Workloads

High Performance In-Memory Key-Value Stores  Improving performance of in-memory key-value storage systems is the focus of much recent research [88, 150, 161, 197]. Specifically, systems such as Memcached on Tilera [59], Chronos [122] and MICA [153] use exclusively accessed per-core partitions to eliminate global lock contention. Similarly, MBal exploits per-core partitioning to improve performance. MBal, in addition, provides load balancing across servers as well as the ability to scale-up to fully exploit the multi-core architecture.

Storage/Memory Load Balancing  Distributed hash tables (DHT) have been extensively used to lower the bandwidth consumption of routing messages while achieving storage load balancing in peer-to-peer networks. Virtual server [80] based approaches [95, 125, 180] have also been studied in this context. MBal differs from these works in that it focuses on adaptive and fast-reactive access load balancing for cloud-scale web workloads.

Proteus [148] is a dynamic server provisioning framework for memory cache cluster, which provides deterministic memory load balancing under provisioning dynamics. Similarly, Hwang
et al. [115] proposed an adaptive hash space partitioning approach that allows hash space boundary shifts between unbalanced cache nodes without further dividing the hash space. The associated framework relies on a centralized proxy to dispatch all requests from the web servers; and the centralized load balancer is actively involved in transferring data from old cache nodes to new ones. In contrast, MBal considers the memory utilization for cross-server migration for access load balancing. MBal also has the benefit of avoiding a centralized component that is inline with the migration; the centralized coordinator of MBal is used for directing only global load balancing when needed.

Access Load Balancing  Replication is an effective way for achieving access load balancing. Distributed file systems such as Hadoop Distributed File System (HDFS) [186] place block replicas strategically for fault tolerance, better resource efficiency and utilization. At a finer granularity, SPORE [103] uses an adaptive key replication mechanism to redistribute the “heat” on hot objects to one or more shadow cache servers for mitigating the queuing effect. However, workloads can develop sustained and expanding unpredictable hotspots (i.e., hot shards/partitions) [111], which increase the overhead of maintaining key-level metadata on both the client and server side. In contrast, MBal is effective in handling such load imbalance as it employs a multi-phase adaptation mechanism with different cost-benefits at different levels.

Research has looked at handling load imbalance on the caching servers by caching a small set of extremely popular keys at a high-performance front-end server [87]. While Fan et al. [87] focus on achieving load balancing for an array of wimpy nodes by caching at a front-end server, Zhang et al. [207] propose hotspot redirection/replication using a centralized high-performance proxy placed in front of a cluster of heterogeneous cache servers. MBal tries to handle load imbalance within the existing caching servers without introducing another layer of indirection or other centralized bottlenecks. The centralized coordinator in MBal is sparingly used only when other phases are not sufficient to handle the hotspots. In our future work, we plan to investigate the use of distributed/hierarchical coordinators to further reduce the bottleneck of our existing coordinator if any.

Chronos [122] uses a greedy algorithm to dynamically re-assign partitions from overloaded threads to lightly-loaded ones to reduce Memcached’s mean and tail latency. Similar to Chronos, MBal also adopts a partition remapping scheme as a temporary fix to load imbalance within a server. However, MBal has a wider scope in handling load imbalance, covering both a single server locally, as well as globally across the whole cache cluster.

Memcached community has implemented virtual buckets [42] as a library for supporting replication and online migration of data partitions when scaling out the cache cluster. Couchbase [79] uses this mechanism for smoothing warm-up transitioning and rebalancing the load. MBal uses a similar client-side hierarchical mapping scheme to achieve client-side key-to-server remapping. However, MBal differs from such work in that it uses cachelet migration across servers as a last resort only, and preserves the distributed approach of the original
2.2 Cloud Storage and Data Management

As IT infrastructure continues to migrate to the cloud, advanced server technology can be used to enhance storage system performance and reduce the cost for cloud providers [140, 141, 142, 143, 145]. In the following, we provide a brief background of storage tiering, and categorize and compare previous work with our research.

Hot/Cold Data Classification-based Tiering  Recent research [127, 151, 195] has focused on improving storage cost and utilization efficiency by placing hot/cold data in different storage tiers. Guerra et. al. [97] builds an SSD-based dynamic tiering system to minimize cost and power consumption, and existing works handle file system and block level I/Os (e.g., 4 – 32 KB) for POSIX-style workloads (e.g., server, database, file systems, etc.). However, the cost model and tiering mechanism used in prior approaches cannot be directly applied to analytics batch processing applications running in a public cloud environment, mainly due to cloud storage and analytics workload heterogeneity. In contrast, our work provides insights into design of a tiered storage management framework for cloud-based data analytics workloads.

Fine-Grained Tiering for Analytics  Storage tiering has been studied in the context of data-intensive analytics batch applications. Recent analysis [98] demonstrates that adding a flash tier for serving reads is beneficial for HDFS-based HBase workloads with random I/Os. As opposed to HBase I/O characteristics, typical MapReduce-like batch jobs issues large, sequential I/Os [186] and run in multiple stages (map, shuffle, reduce). Hence, lessons learned from HBase tiering are not directly applicable to such analytics workloads. hatS [132] and open source Hadoop community [17] have taken the first steps towards integrating heterogeneous storage devices in HDFS for local clusters. However, the absence of task-level tier-aware scheduling mechanisms implies that these HDFS block granularity tiering approaches cannot avoid stragglers within a job, thus achieving limited performance gains if any. PACMan [49] solves this slow-tier straggler problem by using a memory caching policy for small jobs whose footprint can fit in the memory of the cluster. Such caching approaches are complementary to CAST as it provides a coarse-grained, static data placement solution for a complete analytics workload in different cloud storage services.

Cloud Resource Provisioning and Performance Modeling  Researchers proposed approaches to reduce energy consumption of data centers by optimizing resource allocation for I/O-intensive applications [136, 137]. A performance model was proposed for applications on distributed parallel system to predict performance i.e. total execution time [139]. Frugal
Cloud File System (FCFS) [178] is a cost-effective cloud-based file storage that spans multiple cloud storage services. In contrast to POSIX file system workloads, modern analytics jobs (focus of our study) running on parallel programming frameworks like Hadoop demonstrate very different access characteristics and data dependencies; requiring a rethink of how storage tiering is done to benefit these workloads. PowerPack is a framework to support function-level power profiling of harddisk (HDDs, SSDs, etc.) [138]. Its extension [66, 67] investigated the impact of CPU speed on I/O performance. Other works such as Bazaar [119] and Conductor [196], focus on using job offline profiling and performance modeling of MapReduce applications to more cost-efficiently automate cloud resource deployment. Our work takes a thematically similar view — exploring the trade-offs of cloud services — but with a different scope that targets data analytics workloads and leverages their unique characteristics to provide storage tiering. Several systems [48, 167] are specifically designed to tackle flash storage allocation inefficiency in virtualization platforms. In contrast, we explore the inherent performance and cost trade-off of different storage services in public cloud environments.

**Analytics Workflow Optimization** A large body of research [84, 149, 152, 159, 203] focuses on Hadoop workflow optimizations by integrating workflow-aware scheduler into Hadoop or interfacing Hadoop with a standalone workflow scheduler. Our workflow enhancement is orthogonal and complements these works as well — CAST++ exploits cloud storage heterogeneity and performance scaling property, and uses opportunities for efficient data placement across different cloud storage services to improve workflow execution. Workflow-aware job schedulers can leverage the data placement strategy of CAST++ to further improve analytics workload performance.

### 2.3 Dynamic Cloud Pricing + Data Tiering

**Storage Tiering** Recent research [98, 132] demonstrates that adding a SSD tier for serving reads is beneficial for HDFS-based HBase and Hadoop. Existing implementations of cloud object stores provide mechanisms for tiered storage. OpenStack Swift supports storage tiering through Storage Policies [27]. Ceph, which exposes an object store API, has also added tiering support [3]. Our work focuses on providing insights into the advantages of dynamically priced tiered object storage management involving both cloud providers and tenants.

**Cloud Pricing** Researchers have also looked at cloud dynamic pricing [147, 156, 183]. CRAG [5] focuses on solving the cloud resource allocation problems using game theoretical schemes, while Londono et al. [157] propose a cloud resource allocation framework using colocation game strategy with static pricing. Ben-Yehuda et al. [46] propose a game-theoretic market-driven bidding scheme for memory allocation in the cloud. We adopt a simplified
game theoretic model where the cloud providers give incentives in the form of dynamic pricing and tenants adopt tiering in object stores for achieving their goals.

2.4 Data Management in Local Flash Caches

Here we provide a brief background of the offline caching algorithms, discuss the challenges of finding an offline optimal caching algorithm for container-based flash, and describe some previous analytical efforts.

Belady’s MIN and its Limitations Belady’s MIN algorithm [57] replaces elements whose next reference is the furthest in the future, and it is provably optimal with respect to the read hit ratio given certain assumptions [165, 166]. In particular, it applies in a single level of a caching hierarchy in which all blocks (or pages) must be inserted. For instance, it applies to demand-paging in a virtual memory environment.

Our environment is slightly different. We assume a DRAM cache at the highest level of the cache hierarchy and a flash device serving as an intermediate cache between DRAM and magnetic disks. A block that is read from disk into DRAM and then evicted from DRAM can be inserted into flash to make subsequent accesses faster, but it can also be removed from DRAM without inserting into flash (“read-around”). Similarly, writes need not be inserted into flash as long as persistent writes will be stored on disk (see §6.2.4).

Since this is not a demand-fetch algorithm, MIN is not necessarily the optimal strategy. Consider a simple 2-location cache with the following access sequence:

\[ A, B, C, A, B, D, A, B, C, A, B, D \ldots \]

In a demand-fetch algorithm a missing block must be inserted into the cache, replacing another one; in this case the hit rate will be \( \frac{1}{3} \), as B will always be replaced by C or D before the next access. With read-around it is not necessary for C and D to be inserted into cache, allowing hits on both A and B for a hit rate of \( \frac{2}{3} \). We note, however, that such behavior may be emulated by a demand-fetch algorithm using one more cache location, which is reserved for those elements which would not be inserted into cache in the read-around algorithm. The hit rate for a read-around algorithm with N cache locations is thus bounded by the performance of MIN with N+1 locations, a negligible difference for larger values of N which we ignore in the remainder of the paper.

Even if MIN provides the optimal RHR, we argue below that it can write more blocks than another approach providing the same RHR with fewer erasures. for the remainder of this paper, We use MIN to refer to a variant of Belady’s algorithm that does not insert a block into the cache if it will not be reread, while \( M^+ \) is a further enhancement that does not insert a block that will not be reread prior to eviction.
Temam [189] extends Belady’s algorithm by exploiting spatial locality to take better advantage of processor caches. Gill [92] applies Belady’s policy to multi-level cache hierarchies. His technique is useful for iterating across multiple runs of a cache policy. Karma [200] approximates the offline optimal MIN by leveraging application hints for informed replacement management. However, since Belady targets general local memory caching, it is not directly applicable to container-based flash caching due to the inherent difference between DRAM and flash.

**Container-based Caching Algorithms** Previous work shows that various container-based flash cache designs lead to different performance–lifespan trade-offs [144, 146, 174, 176, 188]. SDF [176], Nitro [144], and SRC [174] use a large write unit aligned to the flash erasure unit size to improve cache performance. RIPQ [188] leverages another level of indirection to track reaccessed photos within containers. Pannier [146] explicitly exploits hot/cold block and invalidation mixtures for container-based caching to further improve performance and reduce flash erasures. However, it is not known how much headroom in both performance and lifespan might exist for any state-of-the-art flash caching algorithms. To give a clear idea of how well an online flash caching algorithm performs, we need an offline optimal algorithm that incorporates performance and lifespan of the flash cache.

**Analytical Approaches** Considerable prior work has explored the offline optimality of caching problems in various contexts from a theoretical perspective. Albers et al. [47] and Brehob et al. [62] prove the NP-hardness of optimal replacement for non-standard caches. Chrobak et al. [76] prove the strong NP-completeness of offline caching supporting elements with varying sizes (i.e., costs). Neither explicitly studies the offline optimality of the flash caching problem with two goals that are essentially in conflict.

Other researchers have looked at related problems. Horwitz et al. [104] formulate the index register allocation problem to the shortest path problem with a general graph model and prove the optimality of the allocation algorithm. Ben-Aroya and Toledo [58] analyze a variety of offline/online wear-leveling algorithms for flash-based storage systems. Although not directly related to our problem, these works provide insights into the offline optimality of container-based flash caching.
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Workload-aware Fast Memory Caching

3.1 Introduction

Distributed key-value stores/caches have become the *sine qua non* for supporting today’s large-scale web services. Memcached [24], a prominent in-memory key-value cache, has an impressive list of users including Facebook, Wikipedia, Twitter and YouTube. It can scale to hundreds of nodes, and in most cases, services more than 90% of database-backed queries for high performance I/Os [55, 172, 199].

With the growth of cloud platforms and services, in-memory caching solutions have also found their way into both public and private clouds. In fact, cloud service providers such as Amazon, IBM Cloud and Google App Engine, already support in-memory caching as a service. Amazon’s ElastiCache [9] is an automated Memcached deployment and management service widely used by cloud-scale web applications, e.g., Airbnb, and TicketLeap.

While the cloud model makes in-memory caching solutions easy to deploy and scale, the pay-as-you-go approach leads to an important consideration for the cloud tenant: *How do I (the tenant) get the most bang-for-the-buck with in-memory caching deployment in a shared multi-tenant environment?* To understand the different aspects of this issue, we need to consider two aspects:

**Impact of Resource Provisioning** A key promise of the cloud model is to offer the users choice in terms of resources, services, performance, cost, tenancy, etc. In order to better understand the impact of different options in a true multi-tenant environment, we conducted an experimental study on Amazon EC2 public cloud. Figure 3.1 demonstrates the impact of scaling cluster size on Memcached performance with respect to different resource...
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Figure 3.1: Aggregated peak throughput and KQPS/$ observed for different Amazon EC2 cluster configurations for a 95% GET workload.

Table 3.1: Amazon EC2 instance details based on US West – Oregon, Oct. 2014 [7].

Figure 3.1(a) shows the impact on raw performance (reflected by kilo Queries Per Second (KQPS)), and Figure 3.1(b) captures the effective cost of performance by normalizing the performance with the cost of the corresponding EC instances (KQPS/$). The figures show that there is a low return on investment for powerful instances such as c3.8xlarge compared to relatively cheap instances such as c3.large. The extreme points behave as expected with the smaller-capacity instances (m1.small, m3.medium) achieving much lower throughput compared to larger-capacity instance. However, we observe that the performance of the three semi-powerful instance types (c3.large, m3.xlarge, and c3.2xlarge) converges to about 1.1 MQPS (million QPS) as the cluster size (for each instance type) scales to 20 nodes. We believe that this behavior can be attributed to constrained network bandwidth because of the following reasons. (1) Even though these instances have different CPU capacities (as
shown in Table 3.1), they all have similar network connectivity with an upper bound of 1 Gbps. (2) The underlying cluster or rack switches might become the bottleneck due to incast congestion [177] under Memcached’s many-to-many network connection model. (3) Increasing the number of clients does not change performance. (4) The server CPUs, as observed, have a lot of free cycles in the semi-powerful instance types. For example, while CPU utilization in the m1.small setup was close to 100% (bounding the performance), the c3.2xlarge cluster setup had about 40% free cycles available. (5) Finally, improving network bandwidth to 10 Gbps (c3.8xlarge), doubles the throughput. This clearly shows that the performance of these semi-powerful instances is constrained by the available network bandwidth. However, even the performance of the most powerful c3.8xlarge instance that we tested, does not scale well with the increase in resource capacity (and monetary cost). This may be due to the multi-tenant nature of the public cloud where tenants or even virtual machines of the same tenant co-located on a host may indirectly interfere with each other’s performance.

From our experiments, we infer the following. (i) While cost in the cloud scales linearly with the cluster size, the performance does not, causing the overall performance-to-cost efficiency to come down. (ii) Unlike private data centers where we typically observe large scale-out with powerful machines [55] for in-memory caching tier, cloud tenants are faced with the “problem of plentiful choices” in the form of different configurations and their impact on workloads, when deploying their in-memory caching tier. This in turn increases the number of variables tenants have to consider while making deployment decisions, and is burdensome to the extent that tenants typically choose the “easy-but-inefficient” default parameters. (iii) Our study shows that tenants may be better served by deploying moderate scale clusters with just enough CPU and memory capacity to meet their requirements to get best cost-performance ratio

\[1\] Finding the best combination of instance types for cloud workloads is beyond the scope of this paper and is part of our future work.

Impact of Load Imbalance  Facebook’s memcache workload analysis [55] reports high access skew and time varying request patterns, implying existence of imbalance in datacenter-scale production deployments. This load imbalance is significantly amplified — by orders of magnitude — on cloud-based cache deployments, due to a number of reasons including key popularity skewness [172], multi-tenant resource sharing, and limited network bandwidth.

To quantify the impact of load imbalance, we measured the throughput and latency of a typical read-intensive workload (95% GET) with varying load skewness (represented by Zipfian constant). Figure 3.2 shows that the performance declines as the workload skewness increases (unif represents uniform load distribution). We observe that hotspots due to skewness can cause as much as 3× increase in the 99th percentile tail latency and more than 60% degradation in average per-client throughput. Similar results have been observed by
Contributions Based on the two requirements of efficient use of resources and handling load imbalance in cloud-based in-memory cache deployments, we develop MBal, an in-memory object caching framework that leverages fine-grained data partitioning and adaptive Multi-phase load Balancing. MBal performs fast, lockless inserts (SET) and lookups (GET) by partitioning user objects and compute/memory resources into non-overlapping subsets called cachelets. It quickly detects presence of hotspots in the workloads and uses an adaptive, multi-phase load balancing approach to mitigate any load imbalance. The cachelet-based design of MBal provides a natural abstraction for object migration both within a server and across servers in a cohesive manner.

Specifically, we make the following contributions:

1. We evaluate the impact of co-located multi-tenant cloud environment on cost of performance by conducting experiments on Amazon EC2 based cloud instance. Our observations stress the need to carefully evaluate the various resource assignment choices available to the tenants and develop simple rules-of-thumb that users can leverage for provisioning their memory caching tier.

2. Based on our behavior analysis of Memcached in the cloud, we design and implement
3.2 MBal Architecture

We design MBal in light of the requirements of cloud-based deployments – efficient use of available resources and need for load balancing. Conventional object caches/stores, such as Memcached [24], use a monolithic storage architecture where key space sharding is performed at coarse server granularity while resources within an object server are shared across threads. This design has good scale-out characteristics, as demonstrated by Memcached deployments with hundreds of servers [39, 172], but is not necessarily resource efficient. For example, a known and crucial problem in Memcached is that it suffers from global lock contention, resulting in poor performance on a single server.

3.2 MBal Architecture

We implement an adaptive load balancer within MBal that (1) determines the extent of load imbalance, and (2) uniquely applies local, decentralized as well as globally coordinated load balancing techniques, to (3) cost-effectively mitigate hotspots. While some of the load balancing techniques have been used before, MBal synthesizes the various techniques into a novel holistic system and automates the application of appropriate load balancing as needed.

4. We deploy our MBal prototype in a public cloud environment (Amazon EC2) and validate the design using comprehensive experimental evaluation on a 20-node cache cluster. Our results show that MBal agilely adapts based on workload behaviors and achieves 35% and 20% improvement in tail latency and throughput.

Figure 3.3: MBal architecture.
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a fine-grained, partitioned, lockless in-memory caching sub-system MBal, which offers improved performance and natural support for load balancing.
To address this issue, MBal performs fine-grained thread-level resource partitioning, allowing each thread within a cache server to run as a fully-functional caching unit while leveraging the benefits of running within a single address space. While the concept of thread-level resource partitioning has been explored [116, 122, 153], the approach provides significant benefits for a fast DRAM-based cache. This allows MBal to not only scale-out to a large number of cache nodes similar to its contemporary counterparts but also scale-up its performance by fully exploiting the parallelism offered by multi-core architectures. Furthermore, thread-level resource partitioning provides the ability to perform low overhead load balancing.

3.2.1 Cachelet Design

Typical in-memory object caches use consistent hashing [124] to map keys (object handles) to cache servers. The sharding process involves mapping subsets of key space to virtual nodes (VN) and mapping VNs to cache servers. This allows distributing non-consecutive key hashes to a server. However, the cache servers are typically unaware of the VNs.

We introduce a new abstraction, cachelets, to enable server worker threads to manage key space at finer granularity than a monolithic data structure. A cachelet is a configurable resource container that encapsulates multiple VNs and is managed as a separate entity by a single worker thread. As depicted in Figure 3.3(a), each worker thread in a cache server owns one or more cachelets. While the design permits one-to-one mapping between VNs and cachelets, typically there can be an order(s) of magnitude more VNs than cachelets. The choice is based on the client administrator’s desired number of subsets of key space and the speed at which the load balancing algorithm should converge. To this end, cachelets help in decoupling metadata management at the servers/clients and provide resource isolation.

3.2.2 Lockless Operations

Each cachelet is bound to a single server worker thread that allocates memory, manages accesses, and maintains metadata structures and statistics for the cachelet. This partitioning ensures that in MBal, there is no lock contention or synchronization overheads across worker threads during inserts or lookups. Furthermore, this allows MBal to reduce false sharing by cross-thread resource isolation. The design is also amenable to and provides a mechanisms to quickly serialize and migrate data for load balancing (server-local and coordinated migration in Figure 3.3(a)). In the future, we aim to add functionality to cachelets such as service differentiation and server-side code execution [45], which will enable MBal to support richer services beyond object caching.
3.2.3 Key-to-Thread Mapping

A naive approach for routing a request for an object to an appropriate worker thread on a server is to use a server-side dispatcher thread: A dedicated thread on each MBal server receives client requests and dispatches the request to an appropriate worker thread based on cachelet ID in the request. We first implemented our design using this approach and quickly found the dispatcher thread to be a bottleneck. Increasing the number of dispatcher threads reduces the number of cores available on a server to service requests but does not improve performance, and thus is impractical.

To avoid this, MBal provides client-side routing capability within MBal’s client library, similar to approaches used in mcrouter [172]. We associate a TCP/UDP port with each cache server worker thread so that clients can directly interact with workers without any centralized component. As shown in Figure 3.3(b), this approach performs “on-the-way-routing” via a two-level mapping table lookup on the client.

The mapping scheme enables convenient mapping changes when servers perform cachelet migration. In our implementation, we overload the field originally reserved for virtual bucket [41] in Memcached protocol header to hold cachelet ID. Thus, no client application changes are needed and web applications can easily work with MBal cache by simply linking against our Memcached protocol compliant client library. Finally, assigning a separate network port to each worker thread on a server is not a concern. This is because while the number of worker threads depends on user configuration, usually it is expected to be the same as the number of cores on the cache server machine. Note that having too many worker threads on a server can lead to significant network interrupt overhead due to request overwhelming [172] as well as cross-socket cache coherence traffic [162]. MBal also employs cache-conscious bucket lock placement suggested by [90] to reduce additional last-level cache (LLC) misses. Each bucket lock protecting one hash table bucket is co-located with that hash table entry that is cache-line-aligned. This guarantees that a hash table access results in at most one cache miss.

3.2.4 Memory Management

MBal employs hierarchical memory management using a global memory pool and thread-local memory pool managed using a slab allocator [60, 85]. Each worker thread requests memory from the global free pool in large chunks (configurable parameter) and adds the memory to its local free memory pool. New objects are allocated from thread-local slabs and object deletes return memory to thread’s own pool for reuse. Furthermore, workers return memory to global heap to be reused by other threads if global free pool shrinks below a low threshold (GLOB_MEM_LOW_THRESH) and thread’s local free pool exceeds a high threshold (THR_MEM_HIGH_THRESH). Such allocation reduces contention on the global heap during critical insert/delete paths and localizes memory accesses. Besides, the approach also provides
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high throughput when objects are evicted (deleted) from the cache to create space for new ones. MBal uses LRU replacement algorithm similar to Memcached but aims to provide much better performance by reducing lock contention. Additionally, MBal adds support for Non-Uniform Memory Access (NUMA) aware memory allocator in the thread-local memory manager.

3.2.5 Discussion: Multi-threading vs. Multi-instance

An alternative to the multi-threaded approach in MBal is to use multiple single-threaded cache server instances that can potentially achieve good resource utilization. Such single-threaded instances can even be binded to CPU cores to reduce the overheads of process context switches. While intuitive, such a multi-instance approach is not the best design option in our opinion because of the following reasons. (1) An off-the-shelf multi-instance implementation (e.g., run multiple single-threaded cache instances) would require either static memory allocation or a dynamic per-request memory allocation (e.g., using malloc()). While the former approach can lead to resource under-utilization, the latter results in performance degradation due to overheads of dynamic memory allocation. (2) While possible, hierarchical memory management is costly to implement across address spaces. A multi-threaded approach allows memory to be easily rebalanced across worker threads sharing the single address space, whereas a multi-instance approach requires using shared memory (e.g., global heap in shared memory). Such sharing of memory across processes is undesirable, especially for writes and non-cache-line-aligned reads, as each such operation may suffer a TLB flush per process instead of just one in the multi-threaded case. (3) Multi-instance approach entails costly communication through either shared memory or inter-process communication, which is more expensive compared to MBal’s inter-thread communication for server-local cachelet migration. (4) Recent works, e.g., from Twitter [40], have shown that multi-instance deployment makes cluster management more difficult. For example, in a cluster where each machine is provisioned with four instances, the multi-instance deployment quadruples management cost such as global monitoring. (5) Finally, emerging cloud operating systems [129, 164] are optimized for multi-threaded applications with some, such as OSv [129], supporting a single address space per virtual machine. Consequently, we have designed MBal while considering all the benefits of multi-threaded approach, as well as future portability of the system.

3.3 Multi-Phase Load Balancing

MBal offers an adaptive load balancing approach that comprises different phases, each with its unique efficacy and cost. In the following, we describe these load balancing mechanisms and the design choices therein.
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<table>
<thead>
<tr>
<th>Phase</th>
<th>Action</th>
<th>Server-local cachelet migration (§3.3.3)</th>
<th>Coordinated cachelet migration (§3.3.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key/Object replication</td>
<td>replicate hot keys across servers</td>
<td>migrate/swap cachelet(s) within a server</td>
<td>migrate/swap cachelet(s) across servers</td>
</tr>
<tr>
<td>Features</td>
<td>fine-grained (object/kv-pair)</td>
<td>coarse-grained (cachelet/partition)</td>
<td>coarse-grained (cachelet/partition)</td>
</tr>
<tr>
<td></td>
<td>proportional sampling</td>
<td>integer linear programming (ILP)</td>
<td>integer linear programming (ILP)</td>
</tr>
<tr>
<td></td>
<td>temporary (lease-based)</td>
<td>temporary (lease-based)</td>
<td>permanent</td>
</tr>
<tr>
<td>Benefit</td>
<td>fast fix for a few hot keys</td>
<td>fast fix for hot cachelet(s)</td>
<td>global load balancing</td>
</tr>
<tr>
<td>Limitations</td>
<td>home server bottleneck (for hot key writes)</td>
<td>local optimization</td>
<td>resource consumption</td>
</tr>
<tr>
<td></td>
<td>scalability for large hotspots</td>
<td></td>
<td>convergence time</td>
</tr>
<tr>
<td>Cost</td>
<td>medium</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>extra metadata (key-level)</td>
<td>extra metadata (local cachelet-level)</td>
<td>extra metadata (global cachelet-level)</td>
</tr>
<tr>
<td></td>
<td>extra space (duplicates)</td>
<td></td>
<td>cross-server bulk data transfer</td>
</tr>
</tbody>
</table>

Table 3.2: Summary of load balancing phases of MBal.

Figure 3.4: The state transitions of the MBal load balancer at each server.

3.3.1 Cluster-Wide Multi-Phase Cost/Benefit Analyzer

A distributed in-memory object cache can be load balanced using a number of techniques, such as key replication and data migration. However, each technique has a unique cost associated with it, thus requiring careful analysis to choose what technique to employ and when. The more expensive approaches typically yield better load balancing. However, such a heavy-weight approach, e.g., cross-server data migration, may not always be justified if the system is imbalanced due to a small set of hot keys. Consequently, the load balancer should consider current workload in deciding what approach to use so as to ensure high efficiency.

MBal employs an event-driven multi-phase load balancer, where each phase corresponds to a series of decision making processes triggered by event(s) based on key access patterns. A phase may also be triggered and executed simultaneously with another lower-priority phase. For example, if the configurable high replication watermark ($REPL_{high}$) is exceeded,
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A worker may lower its priority on key replication by reducing the key sampling rate and thus the replication overhead. The worker may then simultaneously enter another phase, e.g., server-local cachelet migration. The goal is to generate load balancing plans that are fast and economical, yet effective for a given workload. MBal implements three phases: (1) key replication; (2) server-local cachelet migration; and (3) coordinated cachelet migration. While the first two phases are locally implemented at each MBal server providing quick solutions for ephemeral hotspots, the third phase involves a centralized coordinator to address any longer-term persistent load imbalances. Table 3.2 lists the salient properties of each of the phases, and describes the associated costs and benefits that we consider in MBal. The techniques used in each of the MBal phases are beginning to be employed in different existing systems, but individually and in an ad hoc fashion. The novelty of MBal lies in the coherent synthesis of the various load balancing techniques into a holistic design that offers an automated end-to-end system.

Figure 3.4 shows the state machine for seamlessly transitioning between the different phases of our load balancer. Each MBal server monitors the state of local workers by keeping track of both: (1) object access metrics (reads and writes) via sampling; and (2) cachelet popularity through access rates. These statistics are collected periodically (using configurable epochs) and are used to perform an online cost/benefit analysis to trigger appropriate load balancing phases. Rebalancing is triggered only if the imbalance persists across a configurable epoch dependent number, four in our implementation, of consecutive epochs. This helps to prevent unnecessary load balancing activity while allowing MBal to adapt to workload behavior shifts.

The collected information is then used to reason about the following key design questions for each load balancing phase of MBal: (1) Why is the phase necessary? (2) When is the phase triggered and what operations are undertaken? (3) What are the costs and benefits of the phase?

3.3.2 Phase 1: Key Replication

Replication of key/object offers a fine-grained mechanism to mitigate load imbalance caused by a few extremely hot keys. This is a quick fix for short ephemeral hotspots without requiring expensive cross-server data movement.

Our key replication implementation is derived from mechanisms used in SPORE [103]. Specifically, we develop our proportional sampling technique for tracking hot keys at worker granularity based on SPORE’s use of access frequency and recency. Each worker has a list of other servers (and hence other workers) in the MBal cluster. A worker with a hot key (home worker) randomly selects another server as a shadow server, and replicates the hot key to one of the associated workers on the shadow server. Depending on the hotness of a key, multiple replicas of the key can be created to multiple shadow servers. Since the replicated keys do not belong to any of the cachelets of the associated shadow servers’ workers,
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these workers index the replicated keys using a separate (small) replica hash table. Using a separate hash table also enables shadow workers to exclude the replicated keys from being further replicated.

Upon accessing a replicated key at the home worker, a client is informed about the location of the replicas. The client can then choose any one of the replicas, which will then be used to handle all of the client’s future read requests for that key. Writes are always performed at the home worker. Similarly as in SPORE [103], we support both synchronous and asynchronous updates. Synchronous updates have a performance overhead in the critical path, while asynchronous updates offer only eventual consistency that may result in stale reads for some clients. We leave the selection to the users based on their application needs. Furthermore, each replicated key is associated with a lease that can be renewed if the key continues to be hot or retired automatically on lease expiration. Thus, the key replication phase provides only temporary mitigation of a hotspot as the home workers for keys remain fixed.

While key replication is effective in handling short ephemeral hotspots consisting of a few keys, the approach requires both clients and MBal workers to maintain extra state of replicated keys (key locations, leases etc.). Replication also entails the using expensive DRAM for storing duplicate data. The approach also does not alleviate write-hot key based hotspots in write-intensive workloads [199]. This is because all writes are performed through a key’s home worker making the home a bottleneck. To handle these limitations, multi-phased load balancer in MBal triggers other phases if the number of replicated hot keys crosses $REPL_{high}$ or if hotspots due to write-intensive workloads are observed.

### 3.3.3 Phase 2: Server-Local Cachelet Migration

Mitigating hotspots that consists of a large number of hot keys spanning one or more cachelets entails redistribution of the cachelets across different workers. Phase 2 represents first of the two phases of MBal, which involve such migration of cachelets. In this phase, MBal attempts to handle load imbalance at a server by triggering redistribution of cachelets to other workers running locally within the server.

As shown by the state machine in Figure 3.4, Phase 2 is triggered when there is high load imbalance between local workers (measured by absolute deviation ($dev$)) i.e., there exists idle or lightly-loaded local workers that can accommodate more load by swapping or migrating cachelets from the overloaded workers. MBal uses Algorithm 1 to bring down the load on the overloaded workers within an acceptable range, while not overwhelming the other lightly-loaded workers. The algorithm uses Integer Linear Programming (ILP) to compute an optimal migration schedule. We also ensure that the server itself is not overloaded ($SERVER\_LOAD_{thresh}$ is exceeded) before triggering Phase 2, and if so, Phase 3 is triggered instead. If ILP is not able to converge, a simple greedy algorithm will be executed eventually to reduce the $dev$. 
Algorithm 1: Server-local cachelet migration.

**Input:**
- $n_o$: number of overloaded workers,
- $n_t$: total number of local workers,
- $Set_{src}$: set of source workers (local),
- $Set_{dest}$: set of destination workers (local),
- $SERVERLOAD_{thresh}$: server overload threshold (e.g., 75%)

**Output:** Cachelet migration schedule \( \{m\} \)

```plaintext
iter ← 0
while True do
  if $n_o/n_t > SERVERLOAD_{thresh}$ then
    trigger Phase 3
    return NULL
  
  if $n_o == 1$ then
    \( \{m\} \leftarrow \text{SolveLP1}(Set_{src}) \)
  else if $n_o >= 2$ then
    \( \{m\} \leftarrow \text{SolveLP2}(Set_{src}, Set_{dest}) \)
  
  iter ← iter + 1
  if \( \{m\} == \text{NULL} \) then
    if iter == MAX_ITER then return Greedy($Set_{src}, Set_{dest}$) : continue
    else
      break
  
  return \( \{m\} \)
```

We define two different objective functions in our linear programming model for Phase 2. The goal of the first function is to minimize the number of migration operations with a fixed source (home) worker, while that of the second function is to minimize the load deviation across all workers.

Specifically, objective (1) is to

\[
\text{minimize} \quad \sum_{i} \sum_{j} X_{ij}^k
\]

s.t. \( L_{sa} + \sum_{i} \sum_{k} X_{ia}^k L_i^k - \sum_{i} \sum_{k} X_{ai}^k L_a^k \leq T_a \) \hfill (3.2)
\[
\forall i \in S \setminus a : L_{si} + \sum_{k} X_{ia}^k L_a^k - \sum_{k} X_{ai}^k L_i^k \leq T_i \) \hfill (3.3)

where \( a \) is the index of the fixed source worker thread. Objective (2) is to

\[
\text{minimize} \quad \frac{\sum_{i \in S} |L_{si} + \sum_{j \in S \setminus i} \sum_{k} X_{ij}^k L_j^k - \sum_{j \in S \setminus i} \sum_{k} X_{ij}^k L_i^k - L_{avg}|}{N}
\]

s.t. \( \forall i \in S : L_{si} + \sum_{j \in S \setminus i} \sum_{k} X_{ij}^k L_j^k - \sum_{j \in S \setminus i} \sum_{k} X_{ij}^k L_i^k \leq T_i \) \hfill (3.5)
Table 3.3: Notations for the ILP model used in Phase 2 and Phase 3 of MBal load balancer.

Both objectives are subject to the following constraints:

\[ \forall i, \forall j \in S : X_{ij} = 0 \text{ or } 1, \]
\[ \forall i \in S : 0 \leq \sum_{j \in S \setminus i} X_{ij} \leq 1. \]

Table 3.3 describes the notations used for representing the above models. Constraints 3.2 and 3.3 are used to restrict the load after migration on the source and destination workers under a permissible limit \((T_j)\), respectively. Similarly, constraint 3.5 restricts the load for each worker involved in optimizing objective (2). Both objectives share constraints 3.6 and 3.7, implying that migration decisions are binary and a cachelet on a particular source worker can only be migrated to one destination worker. Objective (1) is used when only a single worker is overloaded on a MBal server, and objective (2) is used for all other cases. Given the long computation time required by objective (2) to finish, we relax the objective by dividing the optimization phase into multiple iterations. In each iteration, the algorithm picks at most two overloaded threads as sources and two lightly-loaded ones as destinations. This heuristic shortens the search space for ILP, ensuring it does not affect overall cache performance and still provide good load balance (shown in §3.4.2).

MBal adopts a seamless server-local cachelet migration mechanism that incurs near-zero cost. Since each cache server partitions resources into cachelets that are explicitly managed by dedicated worker threads, server-local migration from one worker to another requires no data copying or transfer overheads (all workers are part of the same single address space). Only the owner worker of the cachelet is changed. Similarly as in Phase 1, we use a lease-based timeout for migrated cachelets, which means that a migrated cachelet is returned to its original home worker when the associated hotspot no longer persists. This helps address
ephemeral hotspots, while allowing for the cachelets to be restored to their home workers with negligible overhead. Clients are informed of migrated cachelets whenever the home worker receives any requests about the cachelets. Since we use leases, clients cache the home worker information and update the associated mappings to the new worker. Using the cached home worker information, clients can restore the original mapping after the lease expires.

While Phase 2 provides a lightweight mechanism to mitigate load imbalance within a server, its utility is limited by the very nature of its local optimization goals. For cases with server-wide hotspots and to provide long-term rebalancing of cachelets across MBal cluster, coordinated migration management is required.

### 3.3.4 Phase 3: Coordinated Cachelet Migration

An overloaded cache server or lack of an available local worker that can handle a migrated cachelet implies that Phase 2 cannot find a viable load balancing solution, thus Phase 3 is triggered. In MBal’s Phase 3, cachelets from one cache server are offloaded to one or more lightly-loaded servers in the cluster.

**Algorithm 2:** Coordinated cachelet migration.

**Input:**
- Global cache server stats array: $V_S$
- Input source worker: $src$
- $IMB_{thresh}$: Imbalance threshold

**Output:** Cachelet migration schedule $V_M$

```
begin
iter ← 0
while dev(LOAD($src$), LOAD($S_{dest}$)) > $IMB_{thresh}$ && iter < MAX_ITER do
    $S_{dest}$ ← min($V_S$) // get minimum loaded server
    $V_{temp}$ ← SolveLP($src$, $S_{dest}$)
    if $V_{temp}$ == NULL then
        $V_{temp}$ ← Greedy($src$, $S_{dest}$)
    $V_M$ ← $V_M$ ∪ $V_{temp}$
    iter ← iter + 1
if all cluster is hot or $src$ still too hot then
    return NULL // add new cache servers to scale out
return $V_M$
```

Under Phase 3, an overloaded worker ($src$) notifies the centralized coordinator to trigger load balancing across cache servers. The coordinator periodically fetches statistics from all cluster workers including cachelet-level information about request arrival rate (load), amount of data stored (memory consumption), and read/write ratio.

Algorithm 2 then utilizes these statistics to choose a target server ($S_{dest}$) with the lowest load to redistribute cachelets from the source overloaded worker to the target’s workers. The
output of the algorithm is a list of migration commands each specifying a cachelet ID and the address of a corresponding destination worker thread to which the cachelet should be migrated. The commands are then executed by the workers involved in the migration.

During each iteration, the algorithm selects the most lightly-loaded destination server and creates a candidate list of cachelets to migrate using an ILP routine whose objective is to minimize the gap between the load of source and destination workers using Equation 3.8 as follows:

$$\text{minimize} \frac{\sum_{i \in S'} L_{*i} + \sum_{j \in S' \setminus i} \sum_k X_{ji}^k L_j^k - \sum_{j \in S' \setminus i} \sum_k X_{ji}^k L_j^k - L_{avg}}{N}$$

subject to:

$$\forall i \in S': L_{*i} + \sum_{j \in S' \setminus i} \sum_k X_{ji}^k L_j^k - \sum_{j \in S' \setminus i} \sum_k X_{ji}^k L_j^k \leq T_i$$

$$M_{*a} + \sum_k \sum_i X_{ia}^k M_a^k - \sum_k \sum_i X_{ai}^k M_a^k \leq M_a$$

$$\forall i \in S_{dest}: M_{*i} + \sum_k X_{ia}^k M_a^k - \sum_k X_{ai}^k M_a^k \leq M_i$$

$$\forall i, \forall j \in S': X_{ij} = 0 \text{ or } 1$$

$$\forall i \in S': 0 \leq \sum_{j \in S' \setminus i} X_{ij} \leq 1$$

where $a$ is the index of the source worker thread, and $S' = S_{dest} \cup a$.

Similar to Phase 2’s ILP, constraint 3.9 bounds the load on any worker below a pre-specified permissible limit ($T_i$). However, unlike Phase 2, data is actually transferred across servers in Phase 3 coordinated migration. Thus, we need to ensure that the destination server has enough memory capacity to hold the migrated cachelets without causing extraneous evictions. To this end, constraints 3.10 and 3.11 ensure that the memory availability of the source and destination workers is not exceeded.

Moreover, if the ILP does not converge, – in rare cases, e.g., when the choice of a destination server is restricted in each iteration, it may not be possible to satisfy both the memory and load constraints – we employ a simple greedy solution to reduce as much load as possible from the overloaded worker.

MBal maintains consistency during migration by adopting a low-overhead Write-Invalidate protocol. We employ a special migrator thread on each cache server for this purpose. Instead of migrating the entire cachelet in a single atomic operation, we migrate the tuples belonging to the selected cachelet on a per-bucket basis. We use hash table based indexes for cachelets. While keys in a bucket are being migrated, the affected worker continues serving client requests for the other buckets. Only the requests for the bucket under migration are queued. Any UPDATE requests to existing keys that have already been migrated result in invalidation
in both the destination (home after migration) and the source (home before migration) hash table. The `INSERT` requests for new items are treated as `NULL` operations and are directly sent to backend store. This causes no correctness problems because MBal like Memcached is a read-only, write through cache and has no dirty data. The `GET` requests are serviced for the data that is valid in the source hash table. Once the migration is complete, the source worker thread informs the coordinator about the change in the cachelet mapping. In our design, the clients exchange periodic heartbeat messages with the coordinator, and any change in cachelet mapping information is communicated to the clients by the coordinator as a response to these messages. The mapping change information only needs to be stored at the coordinator for a maximum configurable period that is slightly longer than the clients’ polling period. This has two benefits: (1) it guarantees that all clients will eventually see the mapping changes within a short period of time; and (2) the coordinator is essentially stateless and only has to maintain the state information for a short time (during migration of a cachelet). Hence, after all active clients have updated their mapping tables, the coordinator informs the source worker thread to delete any metadata about its ownership of the transferred cachelets.

As evident by the design discussion, Phase 3 is the most expensive load balancing mechanisms employed by MBal. It serves as a last resort and is only activated when the first two phases cannot effectively mitigate the impact of load imbalance and hotspots persist. While the coordinator does not play a role during normal operation, admittedly, it can become a bottleneck for servicing the migration requests, especially if a large number of servers in the cluster are overloaded simultaneously (implying a need for adding more servers in the cluster, which is beyond the scope of the paper). Also, a failure of the coordinator during periods of imbalance can cause hotspots to persist or cache servers to maintain migration state longer (until the coordinator is brought back up). While not part of this work, we plan to exploit numerous existing projects [114, 175] in this domain to augment our coordinator design to provide more robust fault tolerance for Phase 3.

### 3.3.5 Discussion

While the techniques presented in this Section are applicable in any (physical or virtualized) deployment of in-memory caching clusters, use of virtualized infrastructure in the cloud is likely to demonstrate higher load imbalance and performance fluctuations due to the factors such as resource sharing across multiple tenants, compute/memory resource oversubscription, etc. Hence, MBal focuses on providing a robust in-memory caching framework for the cloud without directly dealing with multi-tenancy and resource allocation issues, which are beyond a cloud tenant’s control.
3.4 Evaluation

MBal uses a partitioned lockless hash table as its core data structure. We support the widely used Memcached protocol (with API to support GET, SET, etc.). To this end, we extend libmemcached [23] and SpyMemcached [35] to support client-side key-to-thread mapping. The central coordinator is written in Python and uses Memcached protocol (pylibmc [29]).

We present the evaluation of MBal using a local testbed and a 20-node cluster on Amazon EC2 (c3.large). We evaluate the cache performance on 8-core and 32-core physical commodity servers, examine individual phases of MBal, and finally study the end-to-end system performance on a cloud cluster.

3.4.1 MBal Performance: Normal Operation

In our first set of experiments, we evaluate our design choices in building a lockless key-value cache (§3.2). We also compare the performance of MBal with existing systems such as Memcached (v1.4.19), Mercury [90] and their variants. Unless otherwise stated, we perform all tests on a dual-socket, 8-core 2.5 GHz machine with 10 Gbps Ethernet and 64 GB DRAM. Also, we enabled 2 MB hugepage support in our tests to reduce TLB misses.

Figure 3.5: Microbenchmark performance.

Figure 3.6: 15% cache miss.

Figure 3.7: Complete MBal system performance under varying GET/SET ratios.
Microbenchmark Performance To highlight the bottlenecks inherent in the designs of different key-value caches, we perform our next tests on a single machine. Here, each worker thread generates its own load, and there are no remote clients and thus no network traffic. First, we use two workloads, one with GET-only and the other with SET-only requests. We use a 5 GB cache, the size of which is larger than the working set of the workloads (∼1150 MB), thus avoiding cache replacement and its effects on the results. Each workload performs a total of 32 million operations using fixed-size key-value pairs (10 B keys and 20 B values)\(^3\). For the GET workload, we pre-load the cache with 40 million key-value pairs, while the SET workload operates without pre-loading. The key access probability is uniformly distributed in both workloads. For fair comparison, we set the thread-local memory buffer to be the same size (256 MB) in both MBal and Mercury.

Figure 3.5(a) and Figure 3.5(b) show the throughput in terms of \(10^6\) QPS (MQPS) for the three systems. We observe that MBal’s performance scales as the number of threads increases for both GET and SET workloads. Mercury, which uses fine-grained bucket locking, performs better than Memcached that suffers from synchronization overheads due to its coarse-grained locks. However, Mercury is not able to match the throughput of MBal due to MBal’s end-to-end lockless design that removes most synchronization bottlenecks and allows independent resource management for each thread. Thus, for the GET workload with six threads, MBal is able to service about \(2.3\times\) more queries than Mercury, as threads in Mercury still contend for bucket-level locks.

In case of SET operations, whenever a key-value pair is overwritten, the old memory object has to be freed (pushed to a free pool). Under MBal, we garbage-collect this memory back to the thread-local free memory pool (recall that MBal transfers memory from thread-local to global free pool in bulk only under the conditions discussed in §3.2.4). In contrast, Mercury pushes the freed memory back into the global memory pool similarly as in Memcached. This introduces another synchronization overhead for write-dominant workloads in addition to the lock contention on the hash table. Thus, by mitigating both of these aspects, MBal is able to provide about \(12\times\) more throughput on the insert path for the eight workers case. In order to evaluate the impact of NUMA-based multi socket machines on cache performance, we also perform experiments on MBal with NUMA-awareness disabled. Under an 8-thread setup, MBal with NUMA-awareness achieves about 15% and 18% higher throughput for GET and SET operations, respectively, compared to MBal with no NUMA support (\texttt{MBal no numa}). The scaling trends and the widening performance gap between the studied systems as concurrency is increased (Figure 3.5) shows the benefits of MBal’s lockless design and memory management policies.

Finally, we run a write-intensive workload on a 1 GB cache that is smaller than the working set, where about 15% GETs miss in the cache. Each miss triggers a SET to insert. Figure 3.6 shows that MBal with thread-local memory pools achieves about 5 MQPS. On the other

\(^3\)Our experiments with different (larger/smaller) key and value sizes show similar trends, hence are omitted due to space constraints.
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Figure 3.8: Impact of dynamic memory allocator on performance of 8 instance/thread cache. We run 100% SET workload with varying value sizes. We use glibc’s malloc and jemalloc as an option for cache slab allocation.

hand, MBal with only global memory pool (MBal global lru) achieves similar performance to Mercury and Memcached, i.e., 0.5 MQPS, which is about an order of magnitude lower than MBal with thread-local pools (MBal thread-local lru).

**Complete Cache System Performance** To test end-to-end client/server performance under MBal, we use a setup of five machines (1 server, 4 clients) with the same configuration as in §3.4.1. To amortize network overheads, we use MultiGET by batching 100 GETs. We use workloads generated by YCSB [77] using varying GET/SET ratios. Each workload consists of 8 million unique key-value pairs (10 B key and 20 B value) with 16 million operations generated using Zipfian key popularity distribution (Zipfian constant: 0.99). This setup helps us simulate real-world scenarios with skewed access patterns [55]. Each worker maintains 16 cachelets.

As shown in Figure 3.7, not only does MBal’s performance scale with the number of worker threads for read-intensive workloads, it is also able to scale performance across workloads that are write intensive. For example, for a workload with 25% writes (Figure 3.7(b)), MBal with 8 threads outperforms both Memcached and Mercury by a factor of 4.7 and 2.3, respectively. MBal can scale up to the number of cores in the system (8 cores) for all workloads, while Memcached fails to scale with increased concurrency. This shows that as interconnects become faster, the design choices of Memcached will start to affect overall performance and MBal offers a viable alternative.
Impact of Dynamic Memory Allocation  During our tests, we found that for Memcached to scale, we need to run multiple single-threaded instances (Multi-inst Mc). However, in our opinion, not only is such a deployment/design qualitatively inferior (§3.2.5), but as shown in Figure 3.8, it incurs significant overhead. For example, 8-instance Multi-inst Mc(malloc) achieves 8% less QPS on average (with value sizes ranging from 32 B to 1024 B) compared to Multi-inst Mc(static) due to the overhead of malloc. This overhead increases to 13% when we replace our optimized MBal slab allocator with malloc. For multi-threaded MBal, jemalloc does not scale due to lock contention.

Scalability on Many-core Machine  Figure 3.9 demonstrates the scalability of MBal on a many-core machine. For both read-intensive (90% GET) and write-intensive (50% GET) workloads MBal achieves 18.6× and 17.2× the one-core performance, respectively, for 32 cores. The factors that limit the single-machine scalability are kernel packet processing and network interface interrupt handling. This is observed as a large fraction of CPU cycles being spent in system mode and servicing of soft IRQs. As observed, both Memcached and Mercury do not scale well for write-intensive workload due to cache lock contention.

3.4.2 MBal Performance: Load Balancer

Experimental Setup  We perform our next set of tests on a real Amazon EC2 cluster with 20 c3.large instances acting as cache servers. Clients are run on a separate cluster with up

---

4There are a number of existing works [117, 120] that we can leverage to further improve the multi-core scalability.
to 36 `c3.2xlarge` instances—that are in the same availability zone `us-west-2b`—as the cache servers. We provision both the client and server cluster instances on shared-tenant hardware. Similarly, the central coordinator of MBal’s Phase 3 is run on a separate `c3.2xlarge` instance, also in the same availability zone as the servers and clients.

### Performance of Individual Phases

**Workloads** The workloads are generated using YCSB and consists of 20 million unique key-value tuples (24 B keys and 64 B values). Each client process generates 10 million operations using the Zipfian distribution (Zipfian constant = 0.99). The workload is read-intensive with 95% GETs and 5% SETs. We run one YCSB process using 16 threads per client, and then increase the number of clients until the cache servers are fully saturated.

**Phase 1: Key Replication** Here, we only enable Phase 1 of MBal, and use a key sampling rate of 5%. Figure 3.10 depicts the average 99th percentile read tail latency and aggregated throughput trade-off observed under our workload on different system setups. Memcached, Mercury, and MBal (w/o load balancer) represent the three setups of Memcached, Mercury, and MBal, respectively. MBal (Unif) shows the scenario with uniform workload (under MBal) and provides an upper bound for the studied metrics. We observe that without key replication support, MBal achieves only about 5% and 2% higher maximum throughput compared to the same number of clients for Memcached and Mercury, respectively. This is because scaling-out the caches with associated virtualization overhead diminishes the benefits of vertical (scale-up) scalability on each individual server. However, when hot keys are replicated to one shadow server in MBal (P1) (key replica count = 2), the maximum throughput is observed to improve by 17%, and the 99th percentile latency by 24% compared to the case with no replication. Thus, MBal is able to effectively offload the heat for hot keys, and mitigate the performance bottleneck observed in Memcached and Mercury.

**Phase 2: Server-Local Cachelet Migration** Next, we only turn on the Phase 2 of MBal and study its performance under our workloads. In Figure 3.10 we observe that, compared to the baseline MBal without server-local cachelet migration, Phase 2 achieves 8% higher maximum throughput and 14% lower tail latency. By migrating entire cachelets to less loaded threads, we are better able to mitigate the skew in the load. This not only helps to increase the throughput, but also improves overall latency characteristics as well. Moreover, our design ensures that the migration is effectively achieved by a simple modification of a pointer within the server, and thus incur little overhead.

**Phase 3: Coordinated Cachelet Migration** Figure 3.10 shows the results with only Phase 3 enabled. We observe an improvement in the maximum throughput of up to 20% and
Figure 3.10: The 99th percentile latency and aggregated throughput achieved by key replication (P1), server-local cachelet migration (P2), and coordinated cachelet migration (P3). We vary the number of clients from 10 to 34 to increase the throughput (shown on the X-axis). Unif represents uniform workload.

14%, compared to Memcached and MBal (w/o load balancer), respectively. Coordinated cachelet migration also decreases the average 99th percentile tail read latency by 30% and 24% compared to Memcached and MBal (w/o load balancer), respectively. On the flip side, the migration incurs a high cost. We observed that migrating one cachelet at MBal cache server’s peak load takes 5 to 6 seconds on average. This is the root cause of the long convergence time of Phase 3. Moreover, the CPU utilization on the central coordinator was observed to be 100% when doing the ILP computation. This shows that migration is an effective way to mitigate load imbalance. However, the increasing traffic due to migration and the increased CPU load on the centralized coordinator suggest that the approach should only be adopted for sustained hotspots and that too as a last resort. As part of our future work, we are exploring techniques for developing a hierarchical/distributed load balancer to reduce the cost of such migration.

Trade-off Analysis  We have seen that for the same workload, each of the three phases of MBal are able to improve the throughput and tail latency to some extent. In our next experiment, we study the trade-offs between the different phases. Figure 3.11 plots the breakdown of read latency experienced under different cache configurations. The key replication of Phase 1 provides randomized load balancing by especially focusing on read-intensive workloads with Zipfian-like key popularity distributions. Phase 2’s server-local cachelet migration serves as a lightweight intermediate stage that offers a temporary fix in response to changing workload. The limitation of Phase 2 is that it cannot offload the “heat” of overloaded cache servers to a remote server that has spare capacity. This is why the performance improve-
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Figure 3.11: Breakdown of latency achieved under different configurations.

ment under Phase 2 is slightly less than that under Phase 1. For instance, Phase 1 is 4.2%, 5.1% and 4.4% better for 90th, 95th and 99th percentile latency than Phase 2, respectively, as shown in Figure 3.11. Phase 3 relies on heavyweight coordinated cachelet migration—if other phases cannot achieve the desired load balance—which can optimally re-distribute load across the whole cluster and provides a better solution than the randomized key replication scheme.

Putting It All Together

In our next experiment, we evaluate the adaptivity and versatility of MBal with all three phases enabled. We use a dynamically changing workload for this test, which is generated by YCSB and is composed of three sub-workloads shown in Table 3.4. The sub-workloads are provided by the YCSB package for simulating different application scenarios. Note that, we adjust WorkloadB to use YCSB’s hotspot key popularity distribution generator instead of the original Zipfian distribution generator. These workloads also resemble characteristics of Facebook’s workloads [199].

Each sub-workload runs for 200 seconds and then switches to the next one. To get an upper-bound on performance, we also run the three workloads under uniform load distribution. We conduct two baseline runs, one under Memcached and the other under MBal with load balancer disabled. To quantitatively understand how each single phase reacts under the different workload characteristics of this test, we first perform three tests, each with one single phase enabled (similarly as for individual phase tests). Then we perform a fourth run
Table 3.4: Workload characteristics and application scenarios used for testing the multi-phase operations of MBal.

<table>
<thead>
<tr>
<th>Workload</th>
<th>Characteristics</th>
<th>Application Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>WorkloadA</td>
<td>100% read, Zipfian</td>
<td>User account status info</td>
</tr>
<tr>
<td>WorkloadB</td>
<td>95% read, 5% update, hotspot (95% ops in 5% data)</td>
<td>Photo tagging</td>
</tr>
<tr>
<td>WorkloadC</td>
<td>50% read, 50% update, Zipfian recent actions</td>
<td>Session store recording</td>
</tr>
</tbody>
</table>

Figure 3.12: 90th percentile read latency timeline for a dynamically changing workload.

with all three phases enabled to study the end-to-end behavior of MBal. Figure 3.12 plots the 90th percentile read tail latency change. Next, Figure 3.13 depicts the breakdown of phase triggering events that corresponds to the execution of the multi-phase test of Figure 3.12. We see that MBal reacts quickly to workload changes and employs an appropriate load balancing strategy accordingly.

Adaptivity and Versatility Under WorkloadA, Phase 1 and Phase 2 stabilize after around 70 s and 50 s, respectively, while it takes longer, i.e., around 150 s, for Phase 3 to stabilize the latency. Phase 3 eventually achieves slightly lower latency, compared to Phase 1, though only a limited number of cachelets are migrated. This is because, as observed before, Phase 3’s optimal migration solutions perform better than randomized key replication of Phase 1. With all three phases combined, the clients see steady reduction of latency in a more smooth fashion. This is mainly due to Phase 2 serving as an effective backup approach for cache servers where key replication cannot gracefully bring the load back down to normal. As observed in Figure 3.13, Phase 3 is eventually triggered on a small number (≈ 12% of all the triggered events) of servers where all worker threads are overloaded. Thus, the impact of the overhead of Phase 3 is reduced by the use of other phases. These results demonstrate the effectiveness of a multi-phase load balancing mechanism where the phases complement each other.

\(^5\)We observed a similar trend for write latency.
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**Figure 3.13:** Breakdown of phase triggering events observed under the multi-phase test.

**WorkloadB** begins at 200 s. At this time, Phase 2’s scheme immediately starts to re-balance the load. Note that Phase 1’s effectiveness dramatically diminishes during this sub-workload, since hotspot distribution generator uniformly generates requests that are concentrated in 5% of all tuples. The effect of this is that the load distribution across the cache cluster is semi-uniform, whereas within each server, worker threads see non-uniformly distributed load. Phase 2 captures this behavior and promptly adapts the latency accordingly. Note that, if Phase 3 were the only available approach, it would eventually improve latency, but with a significantly long convergence duration. However, in this case, Phase 2 is triggered and ends up adapting the latency throughout the duration of **WorkloadB**. This result demonstrates that not only can Phase 2 serve as an intermediate and complementary phase for smoothing out latency variations, it can also serve as the main load balancing solution when necessary under some scenarios.

**WorkloadC** is a write-heavy sub-workload that starts at 400 s. Once again, Phase 1 is unable to detect hotspots as its key tracking counter uses weighted increments on read and weighted decrements on writes. This is because otherwise the overhead of propagating the writes to the key replicas would outweigh the benefits of load balancing. Here, Phase 2 can in itself effectively lower down the latency to some extent. However, Phase 3 kicks in for some of the servers to ensure that the system as a whole does not suffer from load imbalance. Thus, MBal is able to achieve its overall load-balancing goals.

Figure 3.13 shows that, unlike Phase 1 and Phase 2 that are actively invoked to balance the load throughout the three workloads, only 13% (on average) of the load balancing events involve Phase 3. This further demonstrates that Phase 3 is only sparingly used and thus is not the bottleneck in our load balancing framework.
3.5 Chapter Summary

We have presented the design of an in-memory caching tier, MBal, which adopts a fine-grained, horizontal per-core partitioning mechanism to eliminate lock contention, thus improving cache performance. It also cohesively employs different migration and replication techniques to improve performance by load balancing both within a server and across servers to re-distribute and mitigate hotspots. Evaluation for single-server case showed that MBal’s cache design achieves $12\times$ higher throughput compared to a highly-optimized Memcached design (Mercury). Testing on a cloud-based 20-node cluster demonstrates that each of the considered load balancing techniques effectively complement each other, and compared to Memcached can improve latency and throughput by 35% and 20%, respectively.
Chapter 4

Workload-aware Cost-effective Tiered Cloud Storage

From Chapter 3 we understand that managing hot/cold data at different granularities can lead to significantly improved performance and flexibility in distributed key-value storage systems. One natural question that arises in this context is, how to intelligently exploit the inherent heterogeneity that exists within both dynamically changing workloads and various storage services for interactive analytics query workloads.

In this chapter, we first conduct a comprehensive experimental analysis to study the impacts of workload heterogeneity and storage service heterogeneity on cost efficiency of analytics workloads deployed in the cloud. We then propose a new data placement framework that we call CAST, to optimize for both performance and monetary cost incurred when deploying analytics workloads in the cloud.

4.1 Introduction

The cloud computing paradigm provides powerful computation capabilities, high scalability and resource elasticity at reduced operational and administration costs. The use of cloud resources frees tenants from the traditionally cumbersome IT infrastructure planning and maintenance, and allows them to focus on application development and optimal resource deployment. These desirable features coupled with the advances in virtualization infrastructure are driving the adoption of public, private, and hybrid clouds for not only web applications, such as Netflix, Instagram and Airbnb, but also modern big data analytics using parallel programming paradigms such as Hadoop [16] and Dryad [118]. Cloud providers such as Amazon Web Services, Google Cloud, and Microsoft Azure, have started providing data analytics platform as a service [10, 15, 18], which is being adopted widely.
With the improvement in network connectivity and emergence of new data sources such as Internet of Things (IoT) endpoints, mobile platforms, and wearable devices, enterprise-scale data-intensive analytics now involves terabyte- to petabyte-scale data with more data being generated from these sources constantly. Thus, storage allocation and management would play a key role in overall performance improvement and cost reduction for this domain.

While cloud makes data analytics easy to deploy and scale, the vast variety of available storage services with different persistence, performance and capacity characteristics, presents unique challenges for deploying big data analytics in the cloud. For example, Google Cloud Platform provides four different storage options as listed in Table 4.1. While **ephSSD** offers the highest sequential and random I/O performance, it does not provide data persistence (data stored in **ephSSD** is lost once the associated VMs are terminated). Network-attached persistent block storage services using **persHDD** or **persSSD** as storage media are relatively cheaper than **ephSSD**, but offer significantly lower performance. For instance, a 500 GB **persSSD** volume has about $2 \times$ lower throughput and $6 \times$ lower IOPS than a 375 GB **ephSSD** volume. Finally, **objStore** is a RESTful object storage service providing the cheapest storage alternative and offering comparable sequential throughput to that of a large **persSSD** volume. Other cloud service providers such as AWS EC2 [8], Microsoft Azure [1], and HP Cloud [19], provide similar storage services with different performance–cost trade-offs.

The heterogeneity in cloud storage services is further complicated by the varying types of jobs within analytics workloads, e.g., iterative applications such as **KMeans** and **Pagerank**, and queries such as **Join** and **Aggregate**. For example, in map-intensive **Grep**, the map phase accounts for the largest part of the execution time (mostly doing I/Os), whereas CPU-intensive **KMeans** spends most of the time performing computation. Furthermore, short-term (within hours) and long-term (daily, weekly or monthly) data reuse across jobs is common in production analytics workloads [49, 68]. As reported in [68], 78% of jobs in Cloudera Hadoop workloads involve data reuse. Another distinguishing feature of analytics workloads is the presence of workflows that represents interdependencies across jobs. For instance, analytics queries are usually converted to a series of batch processing jobs, where the output of one
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job serves as the input of the next job(s).

The above observations lead to an important question for the cloud tenants How do I (the tenant) get the most bang-for-the-buck with data analytics storage tiering/data placement in a cloud environment with highly heterogeneous storage resources? To answer this question, this paper conducts a detailed quantitative analysis with a range of representative analytics jobs in the widely used Google Cloud environment. The experimental findings and observations motivate the design of CAST, which leverages different cloud storage services and heterogeneity within jobs in analytics workload to perform cost-effective storage capacity allocation and data placement.

CAST does offline profiling of different applications (jobs) within an analytics workload and generates job performance prediction models based on different storage services. It lets tenants specify high-level objectives such as maximizing tenant utility, or minimizing deadline miss rate. CAST then uses a simulated annealing based solver that reconciles these objectives with the performance prediction models, other workload specifications and the different cloud storage service characteristics to generate a data placement and storage provisioning plan. The framework finally deploys the workload in the cloud based on the generated plan. We further enhance our basic tiering design to build CAST++, which incorporates the data reuse and workflow properties of an analytics workload.

Specifically, we make the following contributions in this paper:

1. We employ a detailed experimental study and show, using both qualitative and quantitative approaches, that extant hot/cold data based storage tiering approaches cannot be simply applied to data analytics storage tiering in the cloud.

2. We present a detailed cost-efficiency analysis of analytics workloads and workflows in a real public cloud environment. Our findings indicate the need to carefully evaluate the various storage placement and design choices, which we do, and redesign analytics storage tiering mechanisms that are specialized for the public cloud.

3. Based on the behavior analysis of analytics applications in the cloud, we design CAST, an analytics storage tiering management framework based on simulated annealing algorithm, which searches the analytics workload tiering solution space and effectively meets customers’ goals. Moreover, CAST’s solver succeeds in discovering non-trivial opportunities for both performance improvement and cost savings.

4. We extend our basic optimization solver to CAST++ that considers data reuse patterns and job dependencies. CAST++ supports cross-tier workflow optimization using directed acyclic graph (DAG) traversal.

5. We evaluate our tiering solver on a 400-core cloud cluster (Google Cloud) using production workload traces from Facebook. We demonstrate that, compared to a greedy
algorithm approach and a series of key storage configurations, \( \text{CAST}^{++} \) improves tenant utility by 52.9% – 211.8%, while effectively meeting the workflow deadlines.

4.2 A Case for Cloud Storage Tiering

In this section, we first establish the need for cloud storage tiering for data analytics workloads. To this end, we characterize the properties of applications that form a typical analytics workload and demonstrate the impact of these properties on the choice of cloud storage services. We then argue that extant tiering techniques, such as hot/cold data based segregation and fine-grained partitioning within a single job, are not adequate; rather a course-grained, job-level storage service tiering is needed for cloud-based data analytics.

4.2.1 Characterization of Data Analytics Workloads

We characterize the analytics workloads along two dimensions. First, we study the behavior of individual applications within a large workload when executed on parallel programming paradigms such as MapReduce — demonstrating the benefits of different storage services for various applications. Second, we consider the role of cross-job relationships (an analytics workload comprises multiple jobs each executing an application) and show how these interactions affect the choice of efficient data placement decisions for the same applications.

Experimental Study Setup

We select four representative analytics applications that are typical components of real-world analytics workloads [68, 205] and exhibit diversified I/O and computation characteristics, as listed in Table 4.2. Sort, Join and Grep are I/O-intensive applications. The execution time of Sort is dominated by the shuffle phase I/O, transferring data between mappers and reducers. In contrast, Grep spends most of its runtime in the map phase I/O, reading the input and finding records that match given patterns. Join represents an analytics query that combines rows from multiple tables and performs the join operation during the reduce phase, and thus is reduce intensive. KMeans is an iterative machine learning clustering application that spends most of its time in the compute phases of map and reduce iterations, which makes it CPU-intensive.

The experiments are performed in Google Cloud using a \texttt{n1-standard-16} VM (16 vCPUs, 60 GB memory) with the master node on a \texttt{n1-standard-4} VM (4 vCPUs, 15 GB memory). Intermediate data is stored on the same storage service as the original data, except for objStore, where we use \texttt{persSSD} for intermediate storage. Unless otherwise stated, all experiments in this section are conducted using the same compute resources but with different storage configurations as stated.
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<table>
<thead>
<tr>
<th>App.</th>
<th>I/O-intensive</th>
<th>CPU-intensive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Map</td>
<td>Shuffle</td>
</tr>
<tr>
<td>Sort</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Join</td>
<td>X</td>
<td>✓</td>
</tr>
<tr>
<td>Grep</td>
<td>✓</td>
<td>X</td>
</tr>
<tr>
<td>KMeans</td>
<td>✓</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 4.2: Characteristics of studied applications.

Figure 4.1: Application performance and achieved tenant utility on different cloud storage tiers.

Analysis: Application Granularity

Figure 4.1 depicts both the execution time of the studied applications and tenant utility for different choices of storage services. We define tenant utility (or simply “utility,” used interchangeably) to be \( \frac{1}{\text{execution time} \times \text{cost in dollars}} \). This utility metric is based on the tenants’ economic constraints when deploying general workloads in the cloud. Figure 4.1 (a) shows that ephemSSD serves as the best tier for both execution time and utility for Sort even after accounting for the data transfer cost for both upload and download from objStore. This is because there is no data reduction in the map phase and the entire input size is written to intermediate files residing on ephemSSD that has about 2× higher sequential bandwidth than persSSD. Thus, we get better utility from ephemSSD than persSSD, albeit at a slightly higher cost. On the other hand, Figure 4.1 (b) shows that Join works best with persSSD, while it achieves the worst utility on objStore. This is due to high overheads of setting up connections to request data transfers using the Google Cloud Storage Connector (GCS connector) for Hadoop APIs [13] for the many small files generated by the involved reduce tasks. Grep’s map-intensive feature dictates that its performance solely depends on sequential I/O throughput of the storage during the map phase. Thus, in Figure 4.1 (c) we observe that both persSSD and objStore provide similar performance (both have similar sequential bandwidth as seen in Table 4.1) but the lower cost of objStore results in about 34.3% higher utility than persSSD. Similarly, for the CPU-bound KMeans, while persSSD and persHDD provide similar performance, the lower cost of persHDD yields much better utility as shown in Figure 4.1 (d).
Performance Scaling In Google Cloud, performance of network-attached block storage depends on the size of the volume, as shown in Table 4.1. Other clouds such as Amazon AWS offer different behavior but typically the block storage performance in these clouds can be scaled by creating logical volumes by striping (RAID-0) across multiple network-attached block volumes. In Figure 4.2, we study the impact of this capacity scaling on the execution time of two I/O-intensive applications, **Sort** and **Grep** (we also observe similar patterns for other I/O-intensive applications). For a network-attached **persSSD** volume, the dataset size of **Sort** is 100 GB and that of **Grep** is 300 GB. We observe that as the volume capacity increases from 100 GB to 200 GB, the run time of both **Sort** and **Grep** is reduced by 51.6% and 60.2%, respectively. Any further increase in capacity offers marginal benefits. This happens because in both these applications the I/O bandwidth bottleneck is alleviated when the capacity is increased to 200 GB. Beyond that, the execution time is dependent on other parts of the MapReduce framework. These observations imply that it is possible to achieve desired application performance in the cloud without resorting to unnecessarily over-provisioning of the storage and thus within acceptable cost.

**Key Insights** From our experiments, we infer the following. (i) There is no one storage service that provides the best raw performance as well as utility for different data analytics applications. (ii) For some applications, slower storage services, such as **persHDD**, may provide better utility and comparable performance to other costlier alternatives. (iii) Elasticity and scalability of cloud storage services should be leveraged through careful over-provisioning of capacity to reduce performance bottlenecks in I/O intensive analytics applications.
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Analysis: Workload Granularity

We next study the impact of cross-job interactions within an analytics workload. While individual job-level optimization and tiering has been the major focus of a number of recent works [56, 99, 100, 131, 132, 196], we argue that this is not sufficient for data placement in the cloud for analytics workloads. To this end, we analyze two typical workload characteristics that have been reported in production workloads [49, 68, 78, 98, 169], namely data reuse across jobs, and dependency between jobs, i.e., workflows, within a workload.

**Data Reuse across Jobs** As reported in the analysis of production workloads from Facebook and Microsoft Bing [49, 68], both small and large jobs exhibit data re-access patterns both in the short term, i.e., input data shared by multiple jobs and reused for a few hours before becoming cold, as well as in the long term, i.e., input data reused for longer periods such as days or weeks before turning cold. Henceforth, we refer to the former as reuse-lifetime (short) and the later as reuse-lifetime (long).

To better understand how data reuse affects data placement choices, we evaluate the tenant utility of each application under different reuse patterns. Figure 4.3 shows that the choice of storage service changes based on data reuse patterns for different applications. Note that in both reuse cases we perform the same number of re-accesses (i.e., 7) over the specified time period. For instance, in reuse-lifetime (1 week), data is accessed once per day, i.e., 7 accesses in a week. Similarly, data is accessed once every 8 minutes in reuse-lifetime (1 hr) \(^1\). For ephemeral SSD, the input download overheads can be amortized by keeping the data in the ephemeral SSD, since the same data will be re-accessed in a very short period of time. This allows ephemeral SSD to provide the highest utility for Join (Figure 4.3 (b)) and Grep (Figure 4.3 (c)) for reuse-lifetime (1 hr). However, if the data is re-accessed only once per day (reuse-lifetime (1 week)), the cost of ephemeral SSD far outweighs the benefits of avoiding input downloads. Thus, for Sort (Figure 4.3 (a)), object storage becomes the storage service of choice for reuse-lifetime (1 week). For similar cost reasons, persistent SSD, which demonstrates

\(^1\)While re-access frequency can vary for different reuse-lifetimes, we selected these two cases to highlight the changes in data placement options for the same applications due to different data reuse patterns.
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Figure 4.4: Possible tiering plans for a simple 4-job workflow.

Consider the following example to illustrate and support the above use case. Figure 4.4(a)\(^2\) lists four possible tiering plans for a four-job workflow. The workflow consists of four jobs and represents a typical search engine log analysis. Figure 4.4(a) (i) and Figure 4.4(a) (ii) depict cases where a single storage service, \textit{objStore} and \textit{persSSD}, respectively, is used for the entire workflow. As shown in Figure 4.4(b), the complex nature of the workflow not only makes these two data placement strategies perform poorly (missing a hypothetical deadline of 8,000 seconds) but also results in high costs compared to the other two hybrid storage plans. On the other hand, both the hybrid storage services meet the deadline. Here, the output of one job is pipelined to another storage service where it acts as an input for the subsequent job in the workflow. If the tenant’s goal is to pick a strategy that provides the lowest execution time, then the combination \textit{objStore+ephSSD} shown in Figure 4.4(b) provides the best result amongst the studied plans. However, if the tenant wants to choose a layout that satisfies the dual criteria of meeting the deadline and providing the lowest

\(^2\)We do not show utility results of \textit{Pagerank} because it exhibits the same behavior as \textit{KMeans} in §4.2.1.
cost (among the considered plans), then the combination \texttt{objStore+ephSSD+persSSD} — that reduces the cost by 7\% compared to the other tiering plan — may be a better fit.

**Key Insights** From this set of experiments, we infer the following. (i) Not only do data analytics workloads require use of different storage services for different applications, the data placement choices also change when data reuse effects are considered. (ii) Complex inter-job requirements in workflows necessitate thinking about use of multiple storage services, where outputs of jobs from a particular storage service may be pipelined to different storage tiers that act as inputs for the next jobs. (iii) Use of multiple criteria by the tenant, such as workflow deadlines and monetary costs, adds more dimensions to a data placement planner and requires careful thinking about tiering strategy.

### 4.2.2 Shortcomings of Traditional Storage Tiering Strategies

In this following, we argue that traditional approaches to storage tiering are not adequate for being used for analytics workloads in the cloud.

**Heat-based Tiering** A straw man tiering approach that considers the monetary cost of different cloud storage mediums is to place hot data on \texttt{ephSSD}; semi-hot data on either \texttt{persSSD} or \texttt{persHDD}; and cold data on the cheapest \texttt{objStore}. Heat metrics can include different combinations of access frequencies, recency, etc. But the performance–cost model for cloud storage for analytics workloads is more complicated due to the following reasons. (1) The most expensive cloud storage tier (\texttt{ephSSD}) may not be the best tier for hot data, since the ephemeral SSD tier typically provides no persistence guarantee — the VMs have to persist for ensuring that all the data on ephemeral disks stays available, potentially increasing monetary costs. \texttt{ephSSD} volumes are fixed in size (Table 4.1) and only 4 volumes can be attached to a VM. Such constraints can lead to both under-provisioning (requiring more VMs to be started) and over-provisioning (wasting capacity for small datasets), in turn reducing utility. (2) Furthermore, analytics applications may derive better utility from cheaper tiers than their more expensive counterparts.

**Fine-Grained Tiering** Recently, hatS [132] looked at a tiered HDFS implementation that utilizes both HDDs and SSDs to improve single job performance. Such approaches focus on fine-grained tiering within a single job. While this can be useful for on-premise clusters where storage resources are relatively fixed and capacity of faster storage is limited [98], it provides few benefits for cloud-based analytics workloads where resources can be elastically provisioned. Furthermore, maintaining heat metrics at a fine-grained block or file level may be spatially prohibitive (DRAM requirements) for a big data analytics workload with growing datasets.

We contend that instead of looking at block or file-level partitioning, a more coarse-grained approach that performs job-level tiering, is needed for cloud-based analytics. To illustrate this, in Figure 4.5 we measure the performance of \texttt{Grep} under various placement configu-
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Figure 4.5: Normalized runtime of Grep under different HDFS configurations. All runtime numbers are normalized to ephSSD 100% performance.

(a) ephSSD+persSSD, ephSSD+persHDD are hybrid storage configurations.
(b) Fine-grained data partitioning within a job. Data is partitioned across faster ephSSD and slower persHDD.

rations (using default Hadoop task scheduler and data placement policy) for a 6 GB input dataset requiring 24 map tasks scheduled as a single wave. As shown in Figure 4.5(a), partitioning data across a faster ephSSD and slower persSSD tier does not improve performance. The tasks on slower storage media dominate the execution time. We further vary the partitioning by increasing the fraction of input data on faster ephSSD (Figure 4.5(b)). We observe that even if 90% of the data is on the faster tier, the performance of the application does not improve, highlighting the need for job-level data partitioning. Such an “all-or-nothing” data placement policy, i.e., placing the whole input of one job in one tier, is likely to yield good performance. This policy is not only simple to realize, but also maps well to both the characteristics of analytics workloads and elasticity of cloud storage services.

4.3 CAST Framework

We build Cast, an analytics storage tiering framework that exploits heterogeneity of both the cloud storage and analytics workloads to satisfy the various needs of cloud tenants. Furthermore, Cast++, an enhancement to Cast, provides data pattern reuse and workflow awareness based on the underlying analytics framework. Figure 4.6 shows the high-level overview of Cast operations and involves the following components. (1) The analytics job performance estimator module evaluates jobs execution time on different storage services using workload specifications provided by tenants. These specifications include a list of jobs, the application profiles, and the input data sizes for the jobs. The estimator combines this with compute platform information to estimate application run times on different storage services. (2) The tiering solver module uses the job execution estimates from the job performance estimator to generate a tiering plan that spans all storage tiers on the specific cloud provider available to the tenant. The objective of the solver is to satisfy the high-level tenants’ goals such as achieving high utility or reducing deadline miss rates.
4.3. CAST Framework

![Diagram of CAST tiering framework]

Figure 4.6: Overview of CAST tiering framework.

### 4.3.1 Estimating Analytics Job Performance

The well-defined execution phases of the MapReduce parallel programming paradigm [81, 119] implies that the runtime characteristics of analytics jobs can be predicted with high accuracy. Moreover, extensive recent research has focused on data analytics performance prediction [25, 99, 100, 119, 192, 193]. We leverage and adapt MRCute [119] model in CAST to predict job execution time, due to its ease-of-use, availability, and applicability to our problem domain.

Equation 4.1 defines our performance prediction model. It consists of three sub-models — one each for the map, shuffle, and reduce phases — where each phase execution time is modeled as $\#waves \times runtime\ per\ wave$. A wave represents the number of tasks that can be scheduled in parallel based on the number of available slots. CAST places all the data of a job on a single storage service with predictable performance, and tasks (within a job) work on equi-sized data chunks. The estimator also models wave pipelining effects — in a typical MapReduce execution flow, the three phases in the same wave are essentially serialized, but
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<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{vm} )</td>
<td>number of VMs in the cluster</td>
</tr>
<tr>
<td>( R )</td>
<td>number of map slots in one node</td>
</tr>
<tr>
<td>( r_c )</td>
<td>number of reduce slots in one node</td>
</tr>
<tr>
<td>( \hat{R} )</td>
<td>bandwidth of a single map task on tier ( f )</td>
</tr>
<tr>
<td>( \hat{M} )</td>
<td>bandwidth of a single shuffle task on tier ( f )</td>
</tr>
<tr>
<td>( \hat{R} )</td>
<td>bandwidth of a single reduce task on tier ( f )</td>
</tr>
<tr>
<td>( input_i )</td>
<td>input data size of job ( i )</td>
</tr>
<tr>
<td>( inter_i )</td>
<td>intermediate data size of job ( i )</td>
</tr>
<tr>
<td>( output_i )</td>
<td>output data size of job ( i )</td>
</tr>
<tr>
<td>( m )</td>
<td>number of map tasks of job ( i )</td>
</tr>
<tr>
<td>( r )</td>
<td>number of reduce tasks of job ( i )</td>
</tr>
<tr>
<td>( capacity )</td>
<td>total capacities of different storage mediums</td>
</tr>
<tr>
<td>( price_{vm} )</td>
<td>VM price ($/min)</td>
</tr>
<tr>
<td>( price_{store} )</td>
<td>storage price ($/GB/hr)</td>
</tr>
<tr>
<td>( J )</td>
<td>set of all analytics jobs in a workload</td>
</tr>
<tr>
<td>( J_w )</td>
<td>set of all analytics jobs in a workflow ( w )</td>
</tr>
<tr>
<td>( F )</td>
<td>set of all storage services in the cloud</td>
</tr>
<tr>
<td>( D )</td>
<td>set of all jobs that share the same data</td>
</tr>
<tr>
<td>( \hat{P} )</td>
<td>tiering solution</td>
</tr>
<tr>
<td>( s_i )</td>
<td>storage service used by job ( i )</td>
</tr>
<tr>
<td>( c_i )</td>
<td>storage capacity provisioned for job ( i )</td>
</tr>
</tbody>
</table>

Table 4.3: Notations used in the analytics jobs performance prediction model and CAST tiering solver.

Different waves can be overlapped. Thus, the prediction model does not sacrifice estimation accuracy. The model simplifies the predictor implementation, which is another advantage of performing coarse-grained, job-level data partitioning.

\[
EST(\hat{R}, \hat{M}(s_i, \hat{L}_i)) = \left[ \frac{m}{n_{vm} \cdot m_c} \right] \cdot \frac{input_i / m}{\hat{R} \cdot \hat{M}} + \left[ \frac{r}{n_{vm} \cdot r_c} \right] \cdot \frac{inter_i / r}{\hat{M} \cdot \hat{R}} + \left[ \frac{r}{n_{vm} \cdot r_c} \right] \cdot \frac{output_i / r}{\hat{M} \cdot \hat{R}}.
\]  

\[(4.1)\]

The estimator \( EST(\cdot) \) predicts job performance using the information about (i) job configuration: number of map/reduce tasks, job sizes in different phases; (ii) compute configuration: number of VMs, available slots per VM; and (iii) storage services: bandwidth of tasks on a particular storage service. Table 5.1 lists the notations used in the model.
4.3.2 Basic Tiering Solver

The goal of the basic CAST tiering solver is to provide near-optimal specification that can help guide tenant’s decisions about data partitioning on the available storage services for their analytics workload(s). The solver uses a simulated annealing algorithm [128] to systematically search through the solution space and find a desirable tiering plan, given the workload specification, analytics models, and tenants’ goals.

CAST Solver: Modeling

The data placement and storage provisioning problem is modeled as a non-linear optimization problem that maximizes the tenant utility ($U$) defined in Equation 4.2:

$$\max U = \frac{1}{T} \cdot (\text{vm} + \text{store})$$

subject to

$$c_i \geq (\text{input}_i + \text{inter}_i + \text{output}_i) \ (\forall i \in J) ,$$

$$T = \sum_{i=1}^{J} \text{REG}(s_i, \text{capacity}[s_i], \tilde{R}, \tilde{L}) \ , \text{where } s_i \in F ,$$

$$\text{vm} = n_{vm} \cdot (\text{price}_{vm} \cdot T) ,$$

$$\text{store} = \sum_{f=1}^{F} \left( \text{capacity}[f] \cdot (\text{price}_{store}[f] \cdot \left\lceil \frac{T}{60} \right\rceil) \right)$$

where $\forall f \in F : \left\{ \forall i \in J, \ s.t. \ s_i \equiv f : \text{capacity}[f] = \sum c_i \right\} .$$

The performance is modeled as the reciprocal of the estimated completion time in minutes ($1/T$) and the costs include both the VM and storage costs. The VM cost$^3$ is defined by Equation 4.5 and depends on the total completion time of the workload. The cost of each storage service is determined by the workload completion time (storage cost is charged on a hourly basis) and capacity provisioned for that service. The overall storage cost is obtained by aggregating the individual costs of each service (Equation 5.15).

Equation 4.3 defines the capacity constraint, which ensures that the storage capacity ($c_i$) provisioned for a job is sufficient to meet its requirements for all the phases (map, shuffle, reduce). We also consider intermediate data when determining aggregated capacity. For jobs, e.g., Sort, which have a selectivity factor of one, the intermediate data is of the same size as the input data. Others, such as inverted indexing, would require a large capacity for storing intermediate data as significant larger shuffle data is generated during the map phase [54]. The generic Equation 4.3 accounts for all such scenarios and guarantees that the workload will not fail. Given a specific tiering solution, the estimated total completion time of the workload is defined by Equation 5.14. Since job performance in the cloud scales with

\footnotetext[3]{We only consider a single VM type since we focus on storage tiering. Extending the model to incorporate heterogeneous VM types is part of our future work.}
capacity of some services, we use a regression model, $REG(s_i, .)$, to estimate the execution time. In every iteration of the solver, the regression function uses the storage service ($s_i$) assigned to a job in that iteration, the total provisioned capacity of that service for the entire workload, cluster information such as number of VMs and the estimated runtime based on Equation 4.1 as parameters. After carefully considering multiple regression models, we find that a third degree polynomial-based cubic Hermite spline [6] is a good fit for the applications and storage services considered in the paper. While we do not delve into details about the model, we show the accuracy of the splines in Figure 4.2. We also evaluate the accuracy of this regression model using a small workload in §4.4.1.

CAST Solver: Algorithms

**Algorithm 3:** Greedy static tiering algorithm.

```
Input: Job information matrix: $\hat{L}$,
Output: Tiering plan $\hat{P}_{\text{greedy}}$
begin
$\hat{P}_{\text{greedy}}$ ← {}
foreach job $j$ in $\hat{L}$ do
    $f_{\text{best}}$ ← $f_1$ // $f_1$ represents the first of the available storage services in $F$
    foreach storage service $f_{\text{curr}}$ in $F$ do
        if $\text{Utility}(j, f_{\text{curr}}) > \text{Utility}(j, f_{\text{best}})$ then
            $f_{\text{best}}$ ← $f_{\text{curr}}$
        $\hat{P}_{\text{greedy}}$ ← $\hat{P}_{\text{greedy}}$ ∪ {$(j, f_{\text{best}})$}
return $\hat{P}_{\text{greedy}}$
```

**Greedy Algorithm** We first attempt to perform data partitioning and placement using a simple greedy algorithm (Algorithm 3). The algorithm takes the job information matrix $J$ as the input and generates a tiering plan as follows. For each job in the workload, the utility (calculated using function $\text{Utility}(.,.)$) is computed using Equation 4.1 and Equation 4.2 on each storage service. The tier that offers the highest utility is assigned to the job. As astute readers will observe, while this algorithm is straightforward to reason about and implement, it does not consider the impact of placement on other jobs in the workload. Furthermore, as we greedily make placement decisions on a per-job basis, the total provisioned capacity on a tier increases. Recall that the performance of some storage services scales with capacity. Thus, the tiering decisions for some jobs (for which placement has already been done) may no longer provide maximum utility. We evaluate the impact of these localized greedy decisions in §4.4.1.

**Simulated Annealing-based Algorithm** In order to overcome the limitations of the Greedy approach, we devise a simulated annealing [128] based algorithm. The algorithm (Algorithm 5) takes as input workload information ($\hat{L}$), compute cluster configuration ($\hat{R}$), and information about performance of analytics applications on different storage services
Algorithm 4: Simulated Annealing Algorithm.

**Input:** Job information matrix: \( \mathcal{L} \),
Analytics job model matrix: \( \mathcal{M} \),
Runtime configuration: \( \mathcal{R} \),
Initial solution: \( \hat{P}_{init} \).

**Output:** Tiering plan \( \hat{P}_{best} \).

```plaintext
begin
\hat{P}_{best} \leftarrow \{\}
\hat{P}_{curr} \leftarrow \hat{P}_{init}
exit \leftarrow False
iter \leftarrow 1

temp_{curr} \leftarrow temp_{init}
U_{curr} \leftarrow Utility(\mathcal{M}, \mathcal{L}, \hat{P}_{init})
while not exit do
    temp_{curr} \leftarrow Cooling(temp_{curr})
    for next \( \hat{P}_{neighbor} \) in AllNeighbors(\( \mathcal{L}, \hat{P}_{curr} \)) do
        if iter > iter_{max} then
            exit \leftarrow True
            break
        U_{neighbor} \leftarrow Utility(\mathcal{M}, \mathcal{L}, \hat{P}_{neighbor})
        \hat{P}_{best} \leftarrow UpdateBest(\hat{P}_{neighbor}, \hat{P}_{best})
        iter++
        if Accept(temp_{curr}, U_{curr}, U_{neighbor}) then
            \hat{P}_{curr} \leftarrow \hat{P}_{neighbor}
            U_{curr} \leftarrow U_{neighbor}
            break
    return \hat{P}_{best}
```

(\( \mathcal{M} \)) as defined in Table 5.1. Furthermore, the algorithm uses \( \hat{P}_{init} \) as the initial tiering solution that is used to specify preferred regions in the search space. For example, the results from the greedy algorithm or the characteristics of analytics applications described in Table 4.2 can be used to devise an initial placement.

The main goal of our algorithm is to find a near-optimal tiering plan for a given workload. In each iteration, we pick a randomly selected neighbor of the current solution (\( AllNeighbors(\cdot) \)). If the selected neighbor yields better utility, it becomes the current best solution. Otherwise, in the function \( Accept(\cdot) \), we decide whether to move the search space towards the neighbor (\( \hat{P}_{neighbor} \)) or keep it around the current solution (\( \hat{P}_{curr} \)). This is achieved by considering the difference between the utility of the current (\( U_{curr} \)) and neighbor solutions (\( U_{neighbor} \)) and comparing it with a distance parameter, represented by \( temp_{curr} \).

In each iteration, the distance parameter is adjusted (decreased) by a \( Cooling(\cdot) \) function. This helps in making the search narrower as iterations increase; reducing the probability of missing the maximum utility in the neighborhood of the search space.
4.3.3 Enhancements: CAST++

While the basic tiering solver improves tenant utility for general workloads, it is not able to leverage certain properties of analytics workloads. To this end, we design CAST++, which enhances CAST by incorporating data reuse patterns and workflow awareness.

Enhancement 1: Data Reuse Pattern Awareness To incorporate data reuse patterns across jobs, CAST++ ensures that all jobs that share the same input dataset have the same storage service allocated to them. This is captured by Constraint 4.7 where $D$ represents the set consisting of jobs sharing the input (partially or fully).

\[ s_i \equiv s_l \ (\forall i \in D, i \neq l, l \in D) \]  

where $D = \{ \text{all jobs which share input} \}$

Thus, even though individual jobs may have different storage tier preferences, CAST++ takes a global view with the goal to maximize overall tenant utility.

Enhancement 2: Workflow Awareness Prior research has shown that analytics workflows are usually associated with a tenant-defined deadline [84, 149]. For workloads with a mix of independent and inter-dependent jobs, the basic dependency-oblivious CAST may either increase the deadline miss rate or unnecessarily increase the costs, as we show in §4.2.1. Hence, it is crucial for CAST++ to handle workflows differently. To this end, we enhance the basic solver to consider the objective of minimizing the total monetary cost (Equation 4.8) and introduce a constraint to enforce that the total estimated execution time meets the predefined deadline (Equation 4.9). This is done for optimizing each workflow separately. Each workflow is represented as a Directed Acyclic Graph (DAG) where each vertex is a job and a directed edge represents a flow from one job to another (refer to Figure 4.4(a)).

\[ \text{min} \ s_{\text{total}} = s_{\text{vm}} + s_{\text{store}}, \]  
\[ \text{s.t.} \ \sum_{i=1}^{J_w} \ REG\left(s_i, s_{i+1}, \text{capacity}\left[s_i\right], \hat{R}, \hat{L}\right) \leq \text{deadline}, \]  
\[ c_i \geq \sum_{i=1}^{J_w} \left( (s_{i-1} \neq s_i) \cdot \text{input}_i + \text{inter}_i \right) + (s_{i+1} \equiv s_i) \cdot \text{output}_i, \text{where } s_0 = \phi. \]  

Furthermore, Equation 4.10 restricts the capacity constraint in Equation 4.3 by incorporating inter-job dependencies. The updated approach only allocates capacity if the storage tier for the output of a job at the previous level is not the same as input storage tier of a job at the next level in the DAG. To realize this approach, we enhance Algorithm 5 by replacing the next neighbor search ($\text{AllNeighbors}()$) with a depth-first traversal in the workflow DAG. This allows us to reduce the deadline miss rate.
4.4 Evaluation

In this section, we present the evaluation of Cast and CAST++ using a 400-core Hadoop cluster on Google Cloud. Each slave node in our testbed runs on a 16 vCPU n1-standard-16 VM as specified in §4.2. We first evaluate the effectiveness of our approach in achieving the best tenant utility for a 100-job analytics workload with no job dependencies. Then, we examine the efficacy of CAST++ in meeting user-specified deadlines.

4.4.1 Tenant Utility Improvement

Methodology

We compare CAST against six storage configurations: four without tiering and two that employ greedy algorithm based static tiering. We generate a representative 100-job workload by sampling the input sizes from the distribution observed in production traces from a 3,000-machine Hadoop deployment at Facebook [68]. We quantize the job sizes into 7 bins as listed in Table 4.4, to enable us to compare the dataset size distribution across different bins. The largest job in the Facebook traces has 158,499 map tasks. Thus, we choose 3,000 for the highest bin in our workload to ensure that our workload demands a reasonable load but is also manageable for our 400-core cluster. More than 99% of the total data in the cluster is touched by the large jobs that belong to bin 5, 6 and 7, which incur most of the storage cost. The aggregated data size for small jobs (with number of map tasks in the range 1–10) is only 0.1% of the total data size. The runtime for small jobs is not sensitive to the choice of storage tier. Therefore, we focus on the large jobs, which have enough number of mappers and reducers to fully utilize the cluster compute capacity during execution. Since there is a moderate amount of data reuse throughout the Facebook traces, we also incorporate this into our workload by having 15% of the jobs share the same input data. We assign the four job types listed in Table 4.2 to this workload in a round-robin fashion to incorporate the different computation and I/O characteristics.

<table>
<thead>
<tr>
<th>Bin</th>
<th># Maps at Facebook</th>
<th>% Jobs at Facebook</th>
<th>% Data sizes at Facebook</th>
<th># Maps in workload</th>
<th># Jobs in workload</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>35</td>
</tr>
<tr>
<td>2</td>
<td>1—10</td>
<td>73%</td>
<td>0.1%</td>
<td>5</td>
<td>22</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>16</td>
<td></td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>11—50</td>
<td>13%</td>
<td>0.9%</td>
<td>50</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>51—500</td>
<td>7%</td>
<td>4.5%</td>
<td>500</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>501—3000</td>
<td>4%</td>
<td>16.5%</td>
<td>1,500</td>
<td>4</td>
</tr>
<tr>
<td>7</td>
<td>&gt; 3000</td>
<td>3%</td>
<td>78.1%</td>
<td>3,000</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 4.4: Distribution of job sizes in Facebook traces and our synthesized workload.
Effectiveness for General Workload

Figure 4.7 shows the results for tenant utility, performance, cost and storage capacity distribution across four different storage services. We observe in Figure 5.3(b) that CAST improves the tenant utility by 33.7% – 178% compared to the configurations with no explicit tiering, i.e., ephSSD 100%, persSSD 100%, persHDD 100% and objStore 100%. The best combination under CAST consists of 33% ephSSD, 31% persSSD, 16% persHDD and 20% objStore, as shown in Figure 4.7(c). persSSD achieves the highest tenant utility among the four non-tiered configurations, because persSSD is relatively fast and persistent. Though ephSSD provides the best I/O performance, it is not cost-efficient, since it uses the most expensive storage and requires objStore to serve as the backing store to provide data persistence, which incurs additional storage cost and also imposes data transfer overhead. This is why ephSSD 100% results in 14.3% longer runtime (300 minutes) compared to that under persSSD 100% (263 minutes) as shown in Figure 4.7(b).

The greedy algorithm cannot reach a global optimum because, at each iteration, placing a job in a particular tier can change the performance of that tier. This affects the Utility calculated and the selected tier for each job in all the previous iterations, but the greedy algorithm cannot update those selections to balance the trade-off between cost and performance. For completeness, we compare our approach with two versions of the greedy algorithm: Greedy exact-fit attempts to limit the cost by not over-provisioning extra storage space for workloads, while Greedy over-provisioned will assign extra storage space as needed to reduce the completion time and improve performance.

The tenant utility of Greedy exact-fit is as poor as objStore 100%. This is because Greedy exact-fit only allocates just enough storage space without considering performance scaling. Greedy over-provisioned is able to outperform ephSSD 100%, persHDD 100% and objStore 100%, but performs slightly worse than persSSD 100%. This is because the approach significantly over-provisions persSSD and persHDD space to improve the runtime of the jobs. The tenant utility improvement under basic CAST is 178% and 113.4%, compared to Greedy exact-fit and Greedy over-provisioned, respectively.

Effectiveness for Data Reuse

CAST++ outperforms all other configurations and further enhances the tenant utility of basic CAST by 14.4% (Figure 5.3(b)). This is due to the following reasons. (1) CAST++ successfully improves the tenant utility by exploiting the characteristics of jobs and underlying tiers and tuning the capacity distribution. (2) CAST++ effectively detects data reuse across jobs to further improve the tenant utility by placing shared data in the fastest ephSSD, since we observe that in Figure 4.7(c) the capacity proportion under CAST++ of objStore reduces by 42% and that of ephSSD increases by 29%, compared to CAST. This is because CAST++ places jobs that share the data on ephSSD to amortize the data transfer cost from objStore.
4.4. Evaluation

Accuracy of the Regression Model

Figure 4.8 compares predicted runtime to observed runtime for a small workload consisting of 16 modest-sized jobs. The total dataset size of all jobs is 2 TB. Both the predicted and the observed runtime follow the same general trend, with an average prediction error of 7.9%, which demonstrates the accuracy of our cubic Hermite spline regression models. The margin of error is tolerable for our case, since the focus of CAST is to help tenants compare and choose among different tiering plans.

4.4.2 Meeting Workflow Deadlines

Methodology

In our next set of experiments, we evaluate the ability of CAST++ to meet workflow deadlines while minimizing cost. We compare CAST++ against four storage configurations without tiering and a fifth configuration from the basic, workflow-oblivious CAST. This experiment employs five workflows with a total of 31 analytics jobs, with the longest workflow consisting of 9 jobs. We focus on large jobs that fully utilize the test cluster’s compute capacity.

We consider the completion time of a workflow to be the time between the start of its first job and the completion of its last job. The deadline of a workflow is a limit on this completion time, i.e., it must be less than or equal to the deadline. We set the deadline of the workflows between 15 – 40 minutes based on the job input sizes and the job types comprising each workflow. When a job of a workflow completes, its output is transferred to the input tier of the next job. The time taken for this cross-tier transfer is accounted as part of the workflow runtime by CAST++. However, since CAST is not aware of the intra-workflow job dependencies (treating all currently running workflows as a combined set of jobs), CAST cannot account for this transfer cost.

Deadline Miss Rate vs. Cost

Figure 4.9 shows the miss rate of workflow deadlines for the studied configurations. The miss rate of a configuration is the fraction of deadlines missed while executing the workflows using that configuration. CAST++ meets all the deadlines and incurs the lowest cost, comparable to that of persHDD that is the lowest-priced but the slowest tier and has a miss rate of 100%.

CAST misses 60% of the deadlines because of two reasons: (1) it selects slow tiers for several jobs in each workflow when trying to optimize for tenant utility; and (2) by not accounting for the cross-tier transfer time, it mis-predicts the workflow runtime. However, CAST incurs a lower cost compared to the non-tiered configurations, because it selects lower-priced tiers for many of the jobs.
Despite being the fastest tier, ephSSD misses 20% of the deadlines because of the need to fetch the input data for every workflow from objStore. persSSD misses 40% of the deadlines because it performs slightly worse than ephSSD for I/O intensive jobs. Finally, objStore misses all of the deadlines because it is slower than or as fast as persSSD. It incurs a higher cost because of the persSSD, which is needed for storing intermediate data.

In summary, CAST++ outperforms CAST as well as non-tiered storage configurations in meeting workflow deadlines, and does so while minimizing the cost of running the workflows on the cloud cluster.

4.5 Discussion

In the following, we discuss the applicability and limitations of our storage tiering solutions.

Analytics Workloads with Relatively Fixed and Stable Computations Analytics workloads are known to be fairly stable in terms of the number of types of applications. Recent analysis by Chen et. al. [68] shows that a typical analytics workload consists of only a small number of common computation patterns in terms of analytics job types. For example, a variety of Hadoop workloads in Cloudera have four to eight unique types of jobs. Moreover, more than 90% of all jobs in one Cloudera cluster are Select, PigLatin and Insert [68]. These observations imply that a relatively fixed and stable set of analytics applications (or analytics kernels) can yield enough functionality for a range of analysis goals. Thus, optimizing the system for such applications, as in CAST, can significantly impact the data analytics field.

Dynamic vs. Static Storage Tiering Big data frameworks such as Spark [204] and Impala [20] have been used for real-time interactive analytics, where dynamic storage tiering is likely to be more beneficial. In contrast, our work focuses on traditional batch processing analytics with workloads exhibiting the characteristics identified above. Dynamic tiering requires more sophisticated fine-grained task-level scheduling mechanisms to effectively avoid the straggler issue. While dynamic tiering in our problem domain can help to some extent, our current tiering model adopts a simple yet effective coarse-grained tiering approach. We believe we have provided a first-of-its-kind storage tiering methodology for cloud-based analytics. In the future, we plan to enhance CAST to incorporate fine-grained dynamic tiering as well.

4.6 Chapter Summary

In this paper, we design CAST, a storage tiering framework that performs cloud storage allocation and data placement for analytics workloads to achieve high performance in a
cost-effective manner. CAST leverages the performance and pricing models of cloud storage services and the heterogeneity of I/O patterns found in common analytics applications. An enhancement, CAST++, extends these capabilities to meet deadlines for analytics workflows while minimizing the cost. Our evaluation shows that compared to extant storage-characteristic-oblivious cloud deployment strategies, CAST++ can improve the performance by as much as 37.1% while reducing deployment costs by as much as 51.4%.
Figure 4.7: Effectiveness of CAST and CAST++ on workloads with reuse, observed for key storage configurations.
4.6. Chapter Summary

Figure 4.8: Predicted runtime achieved using CAST’s performance scaling regression model vs. runtime observed in experiments by varying the per-VM persSSD capacity. The workload runs on the same 400-core cluster as in §4.4.1.

Figure 4.9: Deadline miss rate and cost of CAST++ compared to CAST and four non-tiered configurations.
Chapter 5

Workload-aware Hybrid Cloud Object Store

From Chapter 4, we demonstrate that a carefully designed storage tiering framework can effectively improve the performance while reducing the monetary cost targeting deployed data analytics workloads for cloud tenants. One natural question that arises in the same context is, whether it is possible to reach to a win-win situation for both cloud service providers and cloud tenants, for data analytics workloads.

This chapter explores the interactions between cloud providers and tenants, and proposes a novel tiered object storage system which could effectively engage both the provider and tenants. In this work, we have attempted to reconcile the economic principles of demand and supply with the technical aspects of storage tiering through dynamic pricing to showcase the benefits for both the cloud provider as well as the tenants.

5.1 Introduction and Motivation

To make data analytics easy to deploy and elastically scale in the cloud while eliminating redundant data copying cost, cloud providers typically let their tenants run Big Data processing jobs on vast amount of data stored in object stores. For example, AWS [33], Google Cloud [13] and OpenStack [38] provide their own Hadoop to object store connectors that allow tenants to directly use object stores as a replacement of HDFS [186]. Moreover, commercial Big Data platforms such as Amazon EMR [10] and Azure HDInsight [18] go a step further and directly employ object stores as the primary storage technology.

Cloud-based object stores use low-cost HDDs as the underlying storage medium. This is because the price gap between HDDs and SSDs continue to be significant [36], especially for datacenter-scale deployments. Object stores have traditionally been used as data dumps
for large objects such as backup archives and large-volume pictures or videos; use cases where SSDs would incur a high acquisition as well as maintenance cost [171], e.g., premature device replacement. Nevertheless, recent research has shown that SSDs can deliver significant benefits for many types of Big Data analytics workloads [72, 97, 98, 132], which are thus driving the need for adopting SSDs. Newer technology on this front is promising, but does not adequately address the cost and performance trade-offs. For example, while the newer 3-bit MLC NAND technology promises to deliver higher SSD densities and potentially drive down the acquisition cost, it has taken a major toll on SSD endurance [96, 158, 198], which raises the maintenance costs.

Tiered storage is used in many contexts to balance the HDD–SSD cost and benefits by distributing the workload on a hybrid medium consisting of multiple tiers [97, 127, 151, 195]. Data analytics applications are particularly amenable to such tiered storage deployments because of the inherent heterogeneity in workload I/O patterns. The choice of tiers depends on tenants’ workloads and the performance benefits achieved by using specific tiers. A growing class of data analytics workloads demonstrate different unique properties [72], which cannot be satisfied by extant heat-based tier allocation approaches [97, 127, 151, 195]. To this end, we propose an innovative tiered object store that exposes tiering control to tenants by offering the tiers under dynamic pricing. Thus, the tenants can meet their price–performance objectives by partitioning their workloads to utilize different tiers based on their application characteristics.

We argue that traditional HDD-based object stores are inefficient. (1) From the cloud tenants’ perspective, an HDD-based object store cannot effectively meet their requirements (e.g., deadlines) due to the relatively slow I/O performance of HDDs. (2) From the cloud provider’s perspective, an HDD-only object store does not provide any pricing leverage, which reduces profitability. A faster tier can provide a higher quality-of-service (QoS), which can be strategically priced to increase profits. Hence, a hybrid HDD–SSD approach is desirable for both cloud providers and tenants.

To verify our argument, we conducted a trace-driven simulation study by replaying two 250-job snippet traces from Facebook’s Hadoop production traces [68]. We set the HDD tier price as $0.0011/GB/day—average of the Google Cloud Storage price of $0.00087/GB/day and the Google Cloud’s HDD persistent block storage price of $0.0013/GB/day—and the SSD tier price as $0.0044/GB/day, i.e., 4× the HDD price. Note that we have chosen to use per-day pricing for our study as the granularity of our proposed price adjustment is one day (§7.4). trace 1 consumes 12 TB data and generates 4.7 TB output, while trace 2 consumes 18 TB data and generates 8.2 TB output. For the hybrid storage tiering case (HDD+SSD), the tenant places jobs in different tiers with a desired workload completion deadline of 105 hours. For this purpose, we use Algorithm 5 that essentially tries to optimize the tier allocation to meet the deadline while minimizing the cost (§5.2.2).

Figure 5.1 shows the results, from which we make three observations. (1) Workloads with HDD-only config. cannot meet the tenant-defined deadline and the cloud provider earns
the lowest profit. (2) With HDD+SSD tiering config., both workloads are able to meet the deadline, while the cloud provider sees significantly more profit (trace 2 has larger input and output datasets and hence yields more profit). This is because the tenant places part of the workloads on the SSD tier, which is more expensive than the HDD tier. (3) SSD only config. improves performance, but with marginally higher profit, compared to HDD+SSD. This is mainly due to HDD+SSD’s tiering optimization. This experiment demonstrates that through object storage tiering both the cloud provider and tenants can effectively achieve their goals.

Cloud providers have a multitude of device options available for deploying object storage infrastructure, including HDDs with different RPMs, SATA and PCIe SSDs and the emerging SCM devices, etc. These options offer different performance–price trade-offs. For example, each device type offers different cost/GB and, in case of SSDs and SCMs, different endurance. In a tiered setup comprising such a variety of storage choices, estimating price points while keeping maintenance costs under control is a challenge. Moreover, while the cloud providers encourage tenants to use more SSDs to increase their profits, they want to keep SSDs’ wear-out in check – if tenant workloads are skewed towards SSDs due to high performance requirements, providers run the risk of SSD wear-out earlier than expected, which ends up increasing management costs and decreasing overall profits.

To remedy the above issue, we introduce a dynamic pricing model that providers can leverage to mitigate additional costs and increase overall operating profits for providers. The dynamic pricing model has two objectives: (1) to balance the price-increasing and SSD wear-out rate by exploiting the trade-off between high revenue versus high operational costs (e.g., replacing SSDs) for high profit; (2) to provide an effective incentivizing mechanism to tenants so that the tenants can meet their goals via object store tiering in a more cost-efficient fashion. Generally, storage tiering has been looked at from just one entity’s perspective. In contrast,
the novelty of this work lies in the leader/follower game theoretic model that we adopt, where the objectives of cloud provider and tenants are either disjoint or contradictory. We take the first step towards providing a cloud-provider-driven game-theoretic pricing model through object storage tiering. Yet another unique aspect of our storage tiering approach is handling of the lack of information available to the players (cloud, tenants). In extant tiering solutions adopted in private datacenters, data placement decisions are generally made by administrators who have detailed information about the systems involved. This is not true in public cloud space, where information about many aspects or details may be missing. Thus, not only the motivations different from the private deployments for providers and tenants in a public cloud, but they also have to make decisions based on partial information.

Specifically, we makes the following contributions in this paper. (1) We design a leader/follower gaming model with the goal to maximize cloud provider’s profit. The provider makes the pricing decisions by estimating tenants’ storage capacity demand distribution among different tiers; driven by the prices, tenants employ a simulated annealing based tiering solver to guide object storage tiering for maximizing their utility. (2) We demonstrate through trace-driven simulations that our novel object storage tiering pricing mechanism can deliver increased profit for the cloud provider and potentially achieve win–win for both the provider and tenants.

5.2 Model Design

We design a leader/follower cloud pricing framework with the objective of maximizing a cloud provider’s profit. We model the object storage tiering for tenants and dynamic pricing for the provider, and capture the provider–tenant interactions. In our model, the game is played in two steps. First, the cloud provider (leader) makes the pricing decisions (§5.2.1) based on predictions of tenants’ demand on storage resources. Second, given prices of different storage resources, a tenant (follower) makes tiering decisions based on her own requirements (§5.2.2), and the strategy is represented by the tenant’s storage tiering specification, i.e., which jobs use what tier.

While the tenants can see the price changes by the provider, they are unaware of the actual reasons for the changes. Even if the tenants understood the reasons, multi-tenancy prevents modeling of the provider’s behavior. Hence, in our formulation tenants can only predict the provider’s price movements based on historical data. Similarly, the provider is not aware of explicit tenant requirements, and only garners information from the requested storage capacity and the writes operations (PUT requests are tracked for accounting purposes [2]). Thus, the provider also only uses historical information about these aspects to predict tenant demand. Consequently, both the tenants and the provider models adopted in our game are purposefully “myopic” controls for predicting only the next time slot, and not beyond that in the future.
Table 5.1: Notations used in the provider and tenant models.

### 5.2.1 Provider Model

We model the provider cost as follows. Assuming that the fraction of the cost that comes from SSDs wear-out is \( t < 1 \), the cost can be modeled as: \( \text{cost} = \frac{1}{t} \cdot \frac{p_{\text{ssd}}}{\text{endurance}} \cdot w \), where \( p_{\text{ssd}} \) is the market price of one SSD, \( \text{endurance} \) is the endurance lifespan of the particular SSD, and \( w \) is the amount of data written to the SSD in GB. Table 5.1 lists all the notations used in our provider and tenant models. The pricing decision making process can be modeled as a non-linear optimization problem that maximizes the profit defined by Equation 5.1.

\[
\text{max } \text{profit} = \sum_i \left( \sum_f \left( \text{capacity}_f \cdot f(i,f) \cdot p(i,f) \right) - \text{cost}_i \right)
\]

\[
\begin{align*}
\text{s.t. } f'_{(n+1,b)} &= \alpha_1 \cdot f_{(n,b)} - \beta_1 \cdot (p'_{(n+1,b)} - p_{(n,b)}) \\
f'_{(n+1,a)} &= 1 - f'_{(n+1,b)} \\
f_{(n,b)} &= \alpha_1 \cdot f_{(n-1,b)} - \beta_1 \cdot (p_{(n,b)} - p_{(n-1,b)}) \\
f_{(n,a)} &= 1 - f_{(n,b)} \\
w'_{(n+1,b)} &= \alpha_2 \cdot w_{(n,b)} + \beta_2 \cdot (f'_{(n+1,b)} - f_{(n,b)}) \\
w_{(n,b)} &= \alpha_2 \cdot w_{(n-1,b)} + \beta_2 \cdot (f_{(n,b)} - f_{(n-1,b)}) \\
\forall i: w(i,b) &\leq L_i \\
\forall i, s: 0 \leq \text{capacity}_s \cdot f(i,s) &\leq L_s \\
\forall i: p_{\text{min},b} &\leq p(i,b) \leq \theta \cdot p_{(i,a)} \cdot \text{ where } \theta > 1 \\
\forall i, s: f(i,s) &\leq 1 \text{ where } i \in \{n, n+1\}, \ s \in F
\end{align*}
\]

---

1 We choose to use a fixed \( t \) for simplicity; in real world, there are numerous factors that come into play and \( t \) may not be a constant.
In a time slot \( n \), we predict the SSD demand proportion for the next time slot \( n + 1 \) with Equation 5.2, which depends on the difference between the predicted SSD price for \( n + 1 \) and the calculated SSD price for \( n \). The predicted HDD demand proportion is determined by Equation 5.3. Similarly, Equation 5.4 and 5.5 define the predicted SSD and HDD demand proportion for \( n \), respectively, and Equation 5.11 enforces the proportion range.

Equation 5.6 predicts the amount of data that will be written to SSDs, which is determined by the difference of predicted SSD demand proportion in time slot \( n + 1 \) to that in time slot \( n \). If the SSD demand is predicted to increase, it implies that the amount of data that will be absorbed by the SSD tier will also increase. Equation 5.8 defines the SSD tier data writing constraint, which ensures that the expected amount of data written to the SSD tier will not exceed the threshold that is calculated based on accumulated historical statistics. The factor indirectly controls the value adaptation of decision variables \( p(n,b) \) and \( p'(n+1,b) \).

The storage capacity limit in the cloud datacenter is defined by Equation 5.9. We assume HDD prices \( p(n,a) \) and \( p(n+1,a) \) are fixed, and SSD prices are constrained in a range given by Equation 5.10.\(^2\)

### 5.2.2 Tenant Model

The data placement and storage provisioning at the tenant side is modeled as a non-linear optimization problem as well. The goal is to maximize tenant utility as defined by Equation 5.12.

\[
\begin{align*}
\text{max} & \quad \text{utility} = \frac{1}{(T \cdot S)} \\
\text{s.t.} & \quad \forall i \in J : c_i \geq s_{zi} \\
& \quad T = \sum_{i=1}^{J} (x_i, c[s_i], \hat{R}, \hat{L}_i) + \text{penalty(data migrated)} \\
& \quad \leq \text{deadline}, \quad \text{where } x_i \in F \\
& \quad S = \sum_{s=1}^{F} \left( c[s] \cdot (p(n,s) \cdot \left\lceil \frac{T}{60} \right\rceil) \right) \\
& \quad \text{where } \forall s \in F, \{ \forall i \in J, \text{s.t. } x_i \equiv f : c[s] = \sum c_i \} \\
& \quad p'(n+1,b) = \alpha_3 \cdot p(n,b) + \beta_3 \cdot p(n-1,b)
\end{align*}
\]

The performance of the tenant’s workload is modeled as the reciprocal of the estimated completion time in minutes (\( \frac{1}{T} \)) and the cost includes mainly the storage costs. The cost of each storage service is determined by the workload completion time (storage cost is charged on a hourly basis) and capacity provisioned for that service. The overall storage cost is

\(^2\)We plan to include IOPS per client in our future pricing models.
Algorithm 5: Tiering solver.

Input: Job information matrix: $\hat{\mathcal{L}}$, Analytics job model matrix: $\hat{\mathcal{M}}$, Runtime configuration: $\hat{\mathcal{R}}$, Initial solution: $\hat{P}_{\text{init}}$.

Output: Tiering plan $\hat{P}_{\text{best}}$

begin
    $\hat{P}_{\text{best}} \leftarrow \{\}$
    $\hat{P}_{\text{curr}} \leftarrow \hat{P}_{\text{init}}$
    exit $\leftarrow$ False
    iter $\leftarrow$ 1
    temp$\text{curr} \leftarrow \text{temp}_{\text{init}}$
    $U_{\text{curr}} \leftarrow \text{Utility}(\hat{\mathcal{M}}, \hat{\mathcal{L}}, \hat{P}_{\text{init}})$
    while not exit do
        temp$\text{curr} \leftarrow \text{Cooling}(\text{temp}_{\text{curr}})$
        for next $\hat{P}_{\text{neighbor}}$ in $\text{AllNeighbors}(\hat{\mathcal{L}}, \hat{P}_{\text{curr}})$ do
            if iter $> \text{iter}_{\text{max}}$ then
                exit $\leftarrow$ True
                break
            $U_{\text{neighbor}} \leftarrow \text{Utility}(\hat{\mathcal{M}}, \hat{\mathcal{L}}, \hat{P}_{\text{neighbor}})$
            $\hat{P}_{\text{best}} \leftarrow \text{UpdateBest}(\hat{P}_{\text{neighbor}}, \hat{P}_{\text{best}})$
            iter $++$
            if Accept(temp$\text{curr}$, $U_{\text{curr}}$, $U_{\text{neighbor}}$) then
                $\hat{P}_{\text{curr}} \leftarrow \hat{P}_{\text{neighbor}}$
                $U_{\text{curr}} \leftarrow U_{\text{neighbor}}$
                break
        return $\hat{P}_{\text{best}}$

obtained by aggregating the individual costs of each tier in the object store (Equation 5.15). Equation 5.13 defines the capacity constraint, which ensures that the storage capacity ($c_i$) provisioned for a job is sufficient to meet its requirements for all the workload phases (map, shuffle, reduce). Given a specific tiering solution, the estimated total completion time of the workload is defined by Equation 5.14, and constrained by a tenant-defined deadline. Equation 5.16 is the price predictor at the tenant side. The predicted price value can also be supplied as a hint by the cloud provider. The function penalty(.) serves as a penalty term that the tenant takes into account in terms of performance loss (e.g., longer completion time) while deciding tiers.

We devise a simulated annealing based algorithm [72] (Algorithm 5) for computing tenants’ data partitioning and job placement plans. The algorithm takes as input workload information ($\hat{\mathcal{L}}$), compute cluster configuration ($\hat{\mathcal{R}}$), and information about performance of analytics applications on different storage services ($\hat{\mathcal{M}}$) as defined in Table 5.1. $\hat{P}_{\text{init}}$ serves as the initial tiering solution that is used to specify preferred regions in the search space. The results from a simple greedy algorithm based on the characteristics of analytics applications (e.g., the four described in §7.4) can be used to devise an initial placement.
5.3 Evaluation

We have used trace-driven simulations to demonstrate how our cloud–tenant interaction models perform in practice. We use the production traces collected from a 3,000-machine Hadoop deployment at Facebook [68]. The original traces consist of 25,428 Hadoop jobs; we chose to use a snippet of 1,750 jobs to simulate a 7-day workload. The workload runs on a cloud object store with built-in tiering mechanism that tenants can control. We set the time slot for our models to one day.

We assign to our workload, in a round-robin fashion, four analytics applications that are typical components of real-world analytics [68, 205] and exhibit diversified I/O and computation characteristics. Sort, Join and Grep are I/O-intensive applications. The execution time of Sort is dominated by the shuffle phase I/O. Grep spends most of its runtime in the map phase I/O, reading input and finding records that match given patterns. Join represents an analytic query that combines rows from multiple tables and performs the join operation during the reduce phase, making it reduce intensive. KMeans is an iterative CPU-intensive clustering application that expends most of its time in the compute phases of map and reduce iterations.

Figure 5.2 shows price variation by the cloud provider’s model based on the amount of data

(a) A 7-day trace.

(b) A single-day trace repeated 7 times.

Figure 5.2: Dynamic pricing by the provider and the tenant’s response for two 7-day workloads.
written by the tenant to the SSD tier on a per-day basis. The HDD price is fixed, while the SSD price is dynamically adjusted on a daily basis for dynamic pricing (the pricing is the same as for Figure 5.1). Under static pricing, the provider sets a static price and tenants periodically run Algorithm 5, whereas under dynamic pricing, the provider and tenants interact. The per-day write limit \( L_n \) is dynamically adjusted based on the amount of writes from the tenant side (though not discernible in the figure). Figure 5.2(a) shows the price changes for a 7-day trace, with a different workload running on each day. We observe that as the amount of writes by the tenant on SSD tier increases above the write limit, the cloud provider begins to adjust the SSD price. The tenant’s model will adjust the tiering strategy to either put more data in the HDD tier or pay more for the SSD tier in the case of a strict deadline requirement. Since, each day has a different workload and hence a different deadline. For example, from day 4, the tenant, with the goal of maximizing the tenant utility, allocates fewer jobs to the SSD tier. Once the SSD writes are reduced below the threshold, the provider lowers the SSD tier price to incentivize the tenant to use more of the SSD resource on the next day. The tenant responds to this change on day 7, where the workload deadline is stricter than the previous 2 days.

Figure 5.2(b) shows the price changes for a 7-day period with the same single-day trace replayed every day. This trace shows stronger correlation between per-day SSD writes from the tenant and the SSD price from the provider. This workload exhibits the same specifications every day (e.g. dataset size, a relaxed deadline, etc.), thus the daily writes on the SSD tier remain stable under static pricing. However, the dynamic pricing model can effectively respond to the spike in the amount of writes on the first day and adjust the SSD price accordingly. Given the increased SSD price, the tenant tries to reduce their monetary cost by migrating more jobs to the cheaper HDD tier, while still meeting the deadline. When the provider lowers the SSD price in response, the tenant increases their use of SSD, prompting the provider to increase the SSD price again. This interaction of the tenant and the provider results in an average of 2.7 TB/day SSD writes compared to an average of 7 TB/day under static pricing (with 0% deadline miss rate for both cases). The test demonstrates that our dynamic pricing model can adaptively adjust the SSD pricing based on the amount of data written to the SSD tier to maintain high profits while keeping the SSD wear-out under control.

In our next test, we examine the impact of different SSD pricing models on provider profit and tenant utility, i.e., the cloud–tenant interaction. Figure 5.3 shows the results. We choose three static prices for SSDs: low (the minimum SSD price that we use: \$0.0035/GB/day), medium (\$0.0082/GB/day), and high (the maximum SSD price, \$0.0121/GB/day). We also compare static prices with our dynamic pricing model. As observed in Figure 5.3(a), dynamic pricing yields the highest provider profit as it increases the price based on SSD writes from the tenant. Both static low and medium high yield similar profits that are 32.6% lower than that gained under dynamic pricing. This is because static medium results in more jobs placed on the HDD tier, which lowers the tenant cost while causing longer workload completion time. static low is not able to generate enough profit due to the very
low price, while under \textit{static high} the tenant solely migrates all the jobs to the HDD tier, thus resulting in low profit.

Next, we examine the tenant utility in Figure 5.3(b). With \textit{static low} SSD price, the tenant utility is 17.1\% higher than that achieved under dynamic pricing. However, this would result in significantly shortened SSD lifetime (by as much as 76.8\%), hence hurting the cloud profit in the long term. With \textit{static high} SSD price, the tenant utility is reduced by 17.1\% compared to that of dynamic pricing, as the tenant shifts most jobs to the HDD tier. \textit{static medium} SSD price yields slightly higher tenant utility as compared to \textit{static high} but still 13.1\% lower than that seen under dynamic pricing. This is because the tenant has to assign some jobs to the faster SSD tier in order to guarantee that the workload does not run for too long. Dynamic pricing, on the other hand, maintains the tenant utility at a reasonably high level (higher than both \textit{static medium} and \textit{static high} but slightly lower than \textit{static low}), while guaranteeing that the SSD lifetime constraints are met. This demonstrates that our dynamic pricing model can effectively achieve a win–win for both the cloud provider and tenants.

\section{Discussion}

While a lot of research has looked at the technical aspects of building clouds, their impact and their use by the tenants, we believe the current cloud pricing mechanism (especially for storage services) is vague and lacks transparency.

We believe that our paper will lead to discussion on the following points of interest: (1) The need for revisiting pricing strategies in established hybrid storage deployments and practices. Since storage tiering is a well-studied area, we believe that the paper will lead to hot discus-
sion on how the paradigm shift is happening, and why the extant approaches and ideas need to be revisited. A particular point of interest in the context of tiering is that the objectives of different players are often times in conflict. (2) Issues such as how useful can our pricing “knob” be for the cloud provider to shape tenant behavior to suit the provider requirements, and at what granularity should the proposed price variations be implemented, are part of our future work and would make for a productive discussion. (3) The role of flash and other emerging technologies in cloud-based object stores.

An unexplored issue is tenant behavior modeling. Our preliminary results assume a smart tenant using models. However, in reality, tenants can have very different behaviors and utility functions. Furthermore, we have not looked at multi-tenancy in detail. For instance, a “naive” or “rogue” tenant that performs a lot of SSD writes without considering their utility can cause the cloud to increase the price of SSDs, thus affecting the utility of other well-behaved tenants. Another open aspect of our current work is investigating the game theoretic results of our model. These include the behavior of provider’s profit and the tenant’s utility when the system reaches equilibrium and the comparison of these objectives under Nash and Stackelberg equilibria.

Furthermore, prices of SSDs are falling. Even though the gap between HDD and SSD prices is still wide today, in the future with increase in NAND flash production, improvement in flash yields, lithographic improvements such as 3D stacking, etc., can reduce the price difference, resulting in SSDs becoming the de facto storage medium in cloud environments. From the tenant side, while researchers have shown the merit of using SSDs (e.g., in interactive HBase workloads [98]), their use in batch-oriented analytics workloads is just starting. Indeed, in another research work [72], we have shown through real experiments on Google Cloud that SSDs can provide great benefits especially when considering heterogeneity in cloud storage services, enforcing our belief that our future hybrid object store prototyping efforts will yield desirable win–win solutions.

5.5 Chapter Summary

We show that by combining dynamic pricing with cloud object storage tiering, cloud providers can increase their profits while meeting the SSD wear-out requirements, and tenants can effectively achieve their goals with a reasonably high utility. We demonstrate this win–win situation via real-world trace-drive simulations. In our future work, we plan to explore different tiering algorithms and best dynamic pricing models in multi-tenant clouds.
Chapter 6

Workload-aware Endurance-optimized Flash Caching

While Chapter 3, Chapter 4, and Chapter 5 present various approaches for solving the data management issues that exist in distributed and cloud storage services, this chapter looks into the data management problems that persist in all flash-boosted local filesystem hierarchy. The work included in this chapter has the potential to benefit many different types of high-level storage and data-intensive applications such as relational database systems, key-value stores, and distributed filesystems.

6.1 Introduction

SSDs typically provide a flash translation layer (FTL) within the device, which maps from logical block numbers to physical locations. A host can access individual file blocks that are kilobytes in size, and if some live blocks are physically located in the same erasure unit as data that can be recycled, the FTL will garbage collect (GC) by copying the live data and then erasing the previous location to make it available for new writes.

As an alternative to performing GC in the FTL, the host can group file blocks to match the erasure unit (also called blocks in flash terminology). While some research literature refers to these groupings as “blocks” (e.g., RIPQ [188]), there are many other names for it: write-evict unit [144], write unit [176], erase group unit [174], and container in our own recent work on online flash cache replacement [146]. Thus we use “container” to describe these groupings henceforth.

Containers are written in bulk, thus the FTL never sees partially dead containers it needs to GC. However, the host must do its own GC to salvage important data from containers before reusing them. The argument behind moving the functionality from the SSD into the
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host is that the host has better overall knowledge and can use the SSD more efficiently than the FTL [135].

Flash storage can be used for various purposes, including running a standalone file system [82, 121, 134, 163, 201] and acting as a cache for a larger disk-based file system [86, 89, 101, 130, 173, 179, 182, 202]. The latter is a somewhat more challenging problem than running a file system, because a cache has an additional degree of freedom: data can be stored in the cache or bypassed [112, 181], but a file system must store all data. In addition, the cache may have different goals for the flash storage: maximize hit rate, regardless of the effect on flash endurance; limit flash wear-out, and maximize the hit rate subject to that limit; or optimize for some other utility function that takes both performance and endurance into account [146].

Flash cache replacement solutions such as RIPQ [188] and Pannier [146] consider practical approaches given a historical sequence of file operations; i.e., they are “online” algorithms. Traditionally, researchers compare online algorithms against an offline optimal “best case” baseline to assess how much room an algorithm might have for improvement [63, 89, 93, 208]. For cache replacement, Belady’s MIN algorithm [57] has long been used as that baseline.

Figure 5.1 plots read hit ratio (RHR) against the EPBPD required by a given algorithm assuming SSD sizes of 1% or 10% of the working set size (WSS) of a collection of traces (described in §6.4.1). MIN achieves an average RHR improvement of 10%–75% compared to LRU, a widely used online algorithm. Using future knowledge makes a huge difference to RHR: Pannier covers only 33% to 52% of the gap from LRU to MIN, while RIPQ+ (described in §6.4.3) sees about the same RHR as LRU. However, MIN is suboptimal when considering not only RHRs but also flash endurance: it will insert data into a cache if it will be accessed before something currently in the cache, even if the new data will itself be evicted before being accessed. Such an insertion increases the number of writes, and therefore the number of erasures, without improving RHR; we refer to these as wasted writes. In this paper we explore the tradeoffs between RHR and erasures when future accesses are known.

A second complicating factor arises in the context of flash storage: containers. Not only should an offline algorithm not insert unless it improves the RHR, it must be aware of the container layout. For example, data that will be invalidated around the same time would benefit by being placed in the same container, so the container can be erased without the need to copy blocks.

We believe that an offline optimal flash replacement algorithm not only requires future knowledge but is computationally infeasible. We develop a series of heuristics that use future knowledge to make best-effort cache replacement decisions, and we compare these heuristics to each other and to online algorithms. Our container-optimized offline heuristic maintains the same RHR as MIN. The heuristic identifies a block that is inserted into the cache but evicted before being read, and omits that insertion in order to avoid needing to erase the region where that block is stored. At the same time, the heuristic consolidates blocks that will be evicted at around the same time into the same container when possible, to minimize
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Figure 6.1: A RHR vs. endurance (EPBPD, on a log scale) scatter-plot of results for different caching algorithms. We report the average RHR and EPBPD across a set of traces, using cache sizes of 1% or 10% of the WSS. (Descriptions of the datasets and the full box-and-whisker plots appear below.) RIPQ+ and Pannier are online algorithms, described in §6.4.3. The goal of our container-optimized offline heuristic is to reduce EPBPD with the same RHR as MIN, an offline algorithm that provides the optimal RHR without considering erasures.

GC activities. One important finding is that simple techniques (e.g., omitting insertions and GC copies that are never reread) provide most of the benefit; the more complicated ones (e.g., consolidating blocks that die together) have a marginal impact on saving erasures at relatively large cache sizes. Alternatively, we describe other approaches to maximize RHR subject to erasure constraints. Figure 5.1 provides examples in which the average RHR is the same maximum achievable by MIN, while lowering EPBPD by 56%–67%. Interestingly, the container-based online algorithms reduce EPBPD relative to LRU by similar factors.

Specifically, we make the following contributions:

- We thoroughly investigate the problem space of offline compound object caching in flash.
- We identify and evaluate a set of techniques to make offline flash caching container-optimized.
- We present a multi-stage heuristic that approximates the offline optimal algorithm; our heuristic can serve as a useful approximate baseline for analyzing any online flash caching algorithm.
- We experiment with our heuristic on a wide range of traces collected from production/deployed systems, to validate that it can provide a practical upper bound for both RHR and lifespan.
6.2 Quest for the Offline Optimal

A flash device contains a number of flash blocks, the unit of erasures, referred to in our paper as containers to avoid confusion with file blocks. But many of the issues surrounding flash caching arise even in the absence of containers that aggregate multiple file blocks. We refer to the case where each file block can be erased individually as unit caching, and we describe the metrics (§6.2.1) and algorithms (§6.2.2) in that context. This separates the general problem of deciding what to write into the flash cache in the first place from the overhead of garbage collecting containers; we return to the impact of containers in §6.2.3. In §6.2.2–6.2.3 we also introduce a set of techniques for eliminating wasted writes. We then discuss how to handle user-level writes in §6.2.4. Finally, we summarize the algorithms of interest in §6.2.5.

6.2.1 Metrics

The principal metrics of concern are:

Read Hit Ratio (RHR): The ratio of read I/O requests satisfied by the cache (DRAM cache + flash cache) over total read requests.

The Number of Flash Erasures: In order to compare the impact on lifespan across different algorithms and workloads, we focus on the EPBPD required to run a given algorithm on a given workload and cache size. The total number of erasures is the product of EPBPD, capacity, and workload duration.

Flash Usage Effectiveness (FUE): The FUE metric [146] endeavors to balance RHR and erasures. It is defined as the number of bytes of flash hit reads divided by flash writes, including client writes and internal copy-forward (CF) writes. A score of 1 means that, on average, every byte written to flash is read once, so higher scores are better. It can serve as a utility function to evaluate different algorithms. We define Weighted FUE (WFUE), a variant of FUE that considers both RHR and erasures and uses a weight to specify their relative importance:

\[
WFUE = \alpha \ast \left( \frac{RHR_A}{RHR_M} \right) + (1 - \alpha) \ast \left( \frac{E_M - E_A}{E_M} \right)
\]

The utility of an algorithm is determined by comparing the RHR and erasures (E) incurred by the algorithm, denoted by A, to the values for M⁺ (an improved MIN, described in §6.2.2, denoted here by M for simplicity).¹ If \( \alpha \) is low and an algorithm saves many writes in exchange for a small reduction in RHR, WFUE will increase.

¹ Though these two factors have different ranges and respond differently to changes, WFUE controls the value of both via normalization so that the higher each factor yields, the better the algorithm performs with respect to that goal. A negative value due to high erasures would demonstrate the deficiency of the algorithm in saving erasures. Hence, WFUE can serve as a general metric for quantitatively comparing different heuristics.
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6.2.2 Objectives and Algorithms

Depending on the goals of end users, we may have different objective functions. Optimizing for RHR irrespective of erasures is trivial: the performance metric RHR serves as a naïve but straightforward goal for which MIN can easily get an optimal solution, without considering the flash endurance. However, MIN serves as a baseline against which to compare other algorithms. Taking erasures into account, we identify three objectives of interest. We describe each briefly to set the context for comparison, then elaborate on heuristics to optimize for them. (We do not claim their optimality, leaving such analysis to future work.)

**O1: Maximal RHR** The purpose of objective O1 is to minimize erasures subject to maximal RHR. If we consider the RHR obtained by MIN, there should be a sequence of cache operations that will preserve MIN’s hit ratio while reducing the number of erasures. Belady’s MIN caches any block that either fits in the cache, or which will be reaccessed sooner than some other block in the cache. It does not take into account whether the block it inserts will itself be evicted from the cache before it is accessed.

The first step to reducing erasures while keeping the maximal RHR is to identify wasted cache writes due to eviction. **Algorithm M+** is a variant of MIN that identifies which blocks are added (via reads or writes) to the cache and subsequently evicted without rereference, then no longer inserts them into the cache ($R_N$ in Table 6.1, where $N = 1$).

<table>
<thead>
<tr>
<th>Technique</th>
<th>Description</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_N$</td>
<td>omit insertions reread $&lt; N$ times</td>
<td>✗</td>
</tr>
<tr>
<td>TRIM</td>
<td>notify GC to omit dead blocks</td>
<td>✓</td>
</tr>
<tr>
<td>CFR</td>
<td>avoid wasted CF blocks</td>
<td>✓</td>
</tr>
<tr>
<td>E</td>
<td>segregate blocks by evict time</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 6.1: Summary of offline heuristic techniques used for eliminating wasted writes to the flash cache. C: container-optimized.

It is unintuitive, but cache writes can be wasted even if they result in a read hit. As an example, assume block A is in cache at time $t_0$, and will next be accessed at time $T > t_0$. If block B is accessed at $t_0$, and will be accessed exactly one more time at time $T - 1$, MIN dictates that A be replaced by B. However, by removing B, there is still one miss (on B rather than A), while an extra write has occurred. Leaving A in the cache would have the same RHR but one fewer write into the cache.

Ultimately, our goal is to identify a Pareto-optimal solution set where it is impossible to reduce the number of erasures without reducing RHR. This requires that no block be inserted if it does not improve RHR, but the complexity of considering every insertion decision in that light is daunting. Thus we start with eliminating cache insertions that are completely wasted and leave additional trades of one miss against another to future work.

An offline heuristic **Algorithm H** that approximates M+ works as follows:
Step 1 Annotate each entry with its next reference.

Step 2 Run MIN to annotate the trace with a sequence of cache insertions and evictions, given a cache capacity. Note all insertions that result in being evicted without at least one successful reference.

Step 3 Replay the annotated trace: do not cache a block that had not been accessed before eviction.

O2: Limited Erasures In some cases a user will be willing to sacrifice RHR in order to reduce the number of erasures. In fact, given limits on the total number of erasures of a given region of flash, it may be essential to make that tradeoff. Thus, O2 first limits erasures to a particular rate, such as 5 EPBPD. (The EPBPD rate is multiplied by the size of the flash cache and the duration of the original trace to compute a total budget for erasures.)

Given an erasure limit, the goal of O2 is to maximize RHR. Note that the rate of erasures is averaged across an entire workload, meaning that the real limit is the total number of erasures; EPBPD is a way to normalize that count across workloads or configurations.

We can modify Algorithm H for O2 to have a threshold. H_T works as follows:

Step 1 Run H and record all insertions. Annotate each record with the number of read hits absorbed as a result of that insertion, and count the total number of insertions resulting in a given number of read hits.

Step 2 Compute the number of cache insertions I performed in the run of H and the number of insertions I' allowed to achieve the EPBPD threshold T. If I > I' then count the cumulative insertions CI resulting in 1 read hit, 2 read hits, and so on until I − CI = I'. Identify the reuse count, R, at which eliminating these low-reuse insertions brings the total EPBPD to the threshold T. Call the number of cache insertions with R reuses that must also be eliminated the leftover, L.

Step 3 Rerun H, skipping all insertions resulting in fewer than R read hits, and skipping the first L insertions resulting in exactly R hits.

Algebraically, we can view the above description as follows: Let A_i represent the count of cache insertions absorbing i hits.

\[ I = \sum_{i=1}^{n} A_i \quad \text{and} \quad CI = \left( \sum_{i=1}^{R-1} A_i \right) + L \]

We identify R such that this results in \( I − CI = I' \).

O3: Maximize WFUE The goal of O3 is to maximize WFUE, which combines RHR and erasures into a single score to simplify the comparison of techniques (§6.2.1). Intuitively, the user may want to get the highest read hits per erasure (i.e., best “bang-for-the-buck” considering the user pays the cost of device endurance for RHR).
To compare the tradeoffs between RHR and erasures, we consider a variant of $H$, **Algorithm $H_N$**, which omits cache insertions that are reread < $N$ times ($R_N$ in Table 6.1). This is similar to the threshold-based **Algorithm $H_T$**, but the decision about the number of reaccesses necessary to justify a cache insertion is *static*. An increase in the minimum number of reads per cache insertion should translate directly to a higher FUE, though the writes due to GC are also a factor. For WFUE, the value of $\alpha$ determines whether such a threshold is beneficial.

### 6.2.3 Impact from Containers

The metrics and objectives described in §6.2.1–6.2.2 apply to the unit caching scenario, in which each block may be erased separately, but they also apply to the container environment. The aim is still to minimize erasures subject to a maximal RHR, to maximize RHR subject to a limit on erasures, or to maximize a utility function of the two.

However, the approach to *solving* the optimization problem varies when containers are considered. This complexity arises because there is an extra degree of freedom: not only does an algorithm need to decide *whether* to cache a block, it must decide *where* it goes and whether to reinsert it during GC. Regarding placement, one option is to cache data in a container-oblivious manner. For instance, a host could write each block to a distinct location in flash and rely on an FTL to reorganize data to consolidate live data and reuse areas of dead data. This might result in a significant overhead from the FTL unwittingly copying forward blocks that MIN knows are no longer needed, so adding the SSL *TRIM* [190] command to inform the FTL that a block is dead can reduce erasures significantly. As shown in Table 6.1, we categorize TRIM as *container-optimized*, because an FTL itself manages data at the granularity of containers.

For CF, the first step is to supplement the annotations from §6.2.2 with information about blocks that are CF and not reaccessed. Copy-Forward Reduction (*CFR* in Table 6.1) effectively extends TRIM with the logic of $R_1$, by identifying “wasted” CFs; however, eliminating *all* needless CFs is difficult. With the smallest cache, on average this reduces the erasures due to wasted CFs from 4% to 1%; repeating this step a few more times brings it down another order of magnitude but does not completely eliminate wasted CFs. This is because (for a small cache) there is always a block to CF that has not yet been verified as a useful copy nor marked as wasted. Note that while it seems appealing to simply not copy something forward that was not copied forward in a previous iteration, the act of excluding a wasted copy makes new locations for data available, perturbing the sequence of operations that follow. This makes the record from the previous run only partly useful for avoiding mistakes in the subsequent run, an example of the “butterfly effect.”

Still, writing in a container-optimized manner can improve on the naive data placement of $M^+$, which uses the FTL to fill a container at a time. As an example, consider a sequence in which accesses alternate for a while between data that will be re-read “soon” and “later”,
and then never again. Imagine that there is a container’s worth of “soon-re-read” data and
another container’s worth of “later-re-read” data, and there are two free containers. If the
two are interspersed as data arrives, each of the two containers in flash will contain 50%
“soon” and 50% “later” blocks. Once “soon” arises, and the “soon” blocks are no longer
needed, it is necessary to GC and consolidate all the “later” blocks in one container to free
up the other container for reuse. On the other hand, by segregating the “soon” and “later”
blocks as they are written to flash (E in Table 6.1), we may be able to erase one container,
without the need to CF, as soon as all the blocks within it are no longer needed. We refer to
E as container-optimized since it explicitly consolidates data that die together at the host
or application level.

Since the purpose of our study is to provide a best-case comparison point for real-world
cache replacement algorithms, we focus henceforth on the container-based cache replacement
policies. Note that if containers consist of only one block, any approaches that are specifically
gear to containers should work for the unit caching replacement policy. In the next section,
we describe the algorithms in greater detail, using C to represent the offline heuristic H in
the context of containers.

6.2.4 Impact from Dirty Data

The results from the various algorithms depend significantly on how the cache treats writes
into the file system. For example, Pannier [146] requires that all file writes be inserted into
the cache, with the expectation that the cache be an internally consistent representation of
the state of the file system at any given time. All writes are immediately reflected in stable
storage, which is appropriate for an online algorithm; Pannier’s comparison to Belady used
the same approach even with future knowledge, writing all user-level writes into SSD.

With future knowledge, however, one can argue that a “dead write” that will be overwritten
before being read need not be inserted into the cache. The same is true of a write that is
never again referenced, though in that case it should be written through to disk. Since we
model only the flash cache RHR and endurance, we place these dead writes into DRAM but
not into flash.

6.2.5 Algorithm Granularity

For the remainder of this paper, we compare the following algorithms. M refers to variants
of MIN while C refers to container-optimized algorithms. A table summarizing these (and
other) algorithms appears in §6.4.3.

M Belady’s MIN, which does not insert a block that will be overwritten or never reread by
the client.

M+ A variant of MIN, which identifies a block that is inserted into cache but evicted before
being read, and omits that insertion. Pannier [146] uses something similar to this for its comparison to MIN, by approximating the working set of unique blocks the cache will encounter before reuse. It also uses TRIM to avoid CF once the last access to a block occurs.

\[ M_N \] A variant of \( M^+ \), which does not insert blocks with accesses < \( N \). \( M_1 \) is equivalent to \( M^+ \), while \( M_N \) generalizes it to \( N > 1 \).

\[ M_T \] A variant of \( M^+ \), which eliminates enough low-reuse cache insertions to get the best RHR under a specific erasure limit (see §6.2.2).

\[ C \] Each block is inserted if and only if \( M^+ \) would insert it. However, a write buffer of \( W \) containers is set aside in memory, and the system GCs whenever it is necessary to make that number of containers free to overwrite. Containers are filled using the evict timestamp indicating when, using \( M^+ \), a block would be removed from the cache. The contents of the containers are ordered by eviction time, so the first container has the \( m \) blocks that will be evicted first, the next container has the next \( m \) blocks, and so on.

\[ C_N, C_T \] Analogous to \( M_N, M_T \).

### 6.3 Offline Approximation

Here we describe how to evolve the container-oblivious MIN algorithm to a container-optimized heuristic \( C \), which provides the same RHR but significantly fewer erasures. We also explain creating \( C_N \) and \( C_T \).
6.3.1 Key Components

Figure 6.2 depicts the framework architecture and examples of the insertion and lookup paths. A detailed discussion appears in the next subsection, but the following components are the major building blocks.

**Block Index** An in-memory index maps from a block’s key (e.g., LBA) to a location in flash. Upon a read, the in-memory index is checked for the block’s key, and if found, the flash location is returned. Newly inserted blocks are added to the in-memory write buffer queue first. Once the content of the writer buffer is persisted in the flash cache, all blocks are assigned an address (an index entry) used for reference from the index. When invalidating a block, the block’s index entry is removed.

**In-RAM Write Buffer** An in-memory write buffer is used to hold newly inserted blocks and supports in-place updates. The write buffer is implemented as a priority queue where the blocks are ranked based on their eviction timestamps (described in greater detail in §6.3.2). The write buffer queue is filled cumulatively and updated in an incremental fashion. Once the write buffer is full, its blocks are copied into containers, sealed and persisted in the flash cache. The advantage of cumulative packing and batch flushing is that the blocks with close eviction timestamps get allocated to the same container so that erasures are minimized. Overwrites to existing blocks stored in flash are redirected to the write buffer without updating the sealed container.

**In-RAM Cache Status** A few major in-memory data structures construct and reflect the runtime cache status. Once a container is sealed, its information structure is inserted into a container priority queue (PQ), a structure to support container-level insertion and eviction. Whenever a container is updated (e.g., a block is invalidated or evict-pending, etc.), its relevant position in the queue is updated. In addition to the container PQ, a block-level MIN PQ is designed to support the extended Belady logic and track the fine-grained block-level information. We discuss the operations of the MIN PQ in §6.3.2.

6.3.2 Container-optimized Offline Heuristic

The multi-stage heuristic $C$ offers the optimal RHR while attempting to approach the practically lowest number of erasures on the flash cache. In the following, we describe the container-optimized heuristic pipeline (Figure 6.2) in detail. Figure 6.3 shows the pseudocode of how the offline heuristic handles different events.

**Insert, Access and Seal** We describe inserting a block, accessing a block, and sealing/persisting a container. When a client inserts a block upon a miss and the cache is not full, the OnInsert function first checks if the block’s next reference timestamp is INFINITE (i.e., the block is never read again in the future or the next reference is a write). If so, OnInsert simply bypasses it and returns. Otherwise, an insertion record is checked to see if
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```cpp
1 void Lookup(Object obj)
2 // WB: Write buffer priority queue
3 if WB.exist(obj.key) or INDEX.exist(obj.key)
4 Object existing = Read(obj.key)
5 OnAccess(existing, obj)
6 else: OnInsert(obj) // Upon a miss
7
8 void OnInsert(Object obj)
9 if not MINFull():
10 if obj.next_ref == INF: return
11 if Rec[obj.key].read_freq <= read_freq_thresh:
12 return
13 MINQ.insert(obj) // Insert into MIN queue
14 else:
15 Object victim = MINQ.top()
16 if obj.next_ref > victim.next_ref: return
17 if Rec[obj.key].read_freq > read_freq_thresh:
18 return
19 // Trigger evict on MIN queue
20 EvictMIN(MINQ, victim)
21 MINQ.insert(obj)
22 if WB.full(): OnSeal()
23 WB.insert(obj) // Pack into WB
24 EvictFlash()
25
26 void OnSeal():
27 Object obj = WB.begin()
28 // Iterate through all sorted objs
29 while obj != WB.end():
30 FreeList[curptr].insert(obj)
31 if FreeList[curptr].full():
32 // CQ: Container queue
33 CQ.insert(FreeList[curptr++])
34 obj = WB.next()
35 WB.clear()
36
37 void EvictMIN(Object victim):
38 MINQ.pop()
39 if WB.exist(victim.key): // Remove if in WB
40 WB.erase(victim)
41 return
42 Container c = GetContainer(victim)
43 victim.evict_pending = true
44 c.num_evict_pending++
45 CQ.update(c) // Update c's position in CQ
46
47 void EvictFlash():
48 // while FlashFull():
49 Container c = CQ.pop()
50 GC(c) // Garbage collect the evicted c
51
52 void OnCopyForward(Object obj):
53 if obj.next_ref == INF: return
54 MINQ.insert(obj)
55
56 void OnAccess(Object old_obj, Object new_obj):
57 if old_obj.evict_pending:
58 Count access as a miss
59 return
60 Update hit stats
61 old_obj.next_ref = new_obj.next_ref
62 // Update obj's position in MIN queue
63 MINQ.update(old_obj)
64 old_obj.evict_time = new_obj.evict_time
```

Figure 6.3: Functions handling events for flash-cached blocks and containers in the container-optimized offline heuristic.

the block exceeds `read_freq_thresh`, a configurable read hit threshold. For instance, setting the `read_freq_thresh` to 1 filters out those that are inserted but evicted before being read, avoiding a number of wasted writes. $C_N$ and $C_T$ also take advantage of this scheme for trading-off RHR with endurance: setting the threshold higher additionally filters out the less useful writes, reducing RHR but decreasing the number of erasures. The threshold can be fixed ($C_N$) or computed based on the total erasure budget ($C_T$, as described for $H_T$ in §6.2.2). More useful writes, which result in a greater number of read hits, still take place. We study the trade-offs in §6.5.3.

Once the threshold test succeeds, if the cache is full and the block will be referenced furthest in the future (i.e., the block has a greater next reference timestamp than the most distant block (victim) currently stored in the cache), `OnInsert` returns without inserting it. When both checks are passed, `EvictMIN` function is triggered to evict the victim and the new block
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Figure 6.4: State transitions of blocks in our heuristic.

is inserted into the MIN queue (\texttt{MIN\_Q}). At the same time, the block is added to the in-memory write buffer queue (\texttt{WB}).

3 When \texttt{WB} is full, all the blocks held in it, sorted based on their eviction timestamp, are copied into multiple containers from the free container list \texttt{FreeCLlist}. \texttt{curr\_ptr} maintains a pointer to the first available free container in \texttt{FreeCLlist}. (We compare the sorted approach to FIFO insertion of the blocks in evaluation as well.) The \texttt{OnSeal} function then persists the open containers in the flash cache.

\textbf{Lookup} 4 On a Lookup, both the \texttt{WB} and in-memory index (\texttt{INDEX}) are referenced to locate the block, and the read is serviced. On a read access (\texttt{OnAccess}), the read hit updates the existing block’s block-level metadata (\texttt{old\_obj}) and \texttt{old\_obj}’s position is updated in \texttt{MIN\_Q} on the next access time. Upon a miss \texttt{OnInsert} is triggered as described.

\textbf{Invalidation and Eviction} 6 The container-optimized offline caching introduces another new block state – \textit{evict-pending}. Evict-pending describes the state when a block is evicted from \texttt{MIN\_Q} (transitioning from the \textit{valid} state to \textit{evict-pending}) but temporarily resides in the GC area of the flash, pending being reclaimed. Figure 6.4 shows the state transitions of a block in the heuristic. A block is inserted/reinserted into the flash cache with a valid state. Once it is overwritten, the old block in the flash is marked as invalid and the updated data is inserted into \texttt{WB}. Overwriting an evict-pending block makes it transition to the invalid state. If the victim to be evicted from \texttt{MIN\_Q} happens to reside in \texttt{WB}, \texttt{EvictMIN} directly removes it from the memory. The on-flash container maintains a \texttt{num\_evict\_pending} counter. On evict-pending, the corresponding container increments its counter and updates its position in the container \texttt{PQ c\_Q}.

Let $V$, $I$, and $E$ represent the percentage of valid, invalidated and evict-pending blocks in a container, respectively; then $V + I + E = 100\%$. The priority of a container is calculated
using $V$. When the cache is full, $\text{EvictFlash}$ selects the container with the lowest $V$ (i.e., the fewest valid blocks) for eviction.

**Copy-forwarding and GC** When the cache is full and a container has been selected for eviction, the heuristic copies valid blocks forward to the in-memory write buffer. Function $\text{OnCopyForward}$ is called to check if the reinserted block is useful. All the invalidated and evict-pending blocks get erased in the flash. The selected container is then reclaimed and inserted back to $\text{FreeCList}$.

The check for a “useful” reinserted block looks for future references and (optionally) confirms the block will not be evicted before it is read.

## 6.4 Experimental Methodology

Throughout our analyses, we set the flash erasure unit size to 2MB. We place a small DRAM cache (5% of the flash cache size) in front of the flash cache to represent the use case where the flash cache is used as a second-level cache. (The DRAM cache uses the MIN eviction policy for offline flash cache algorithms and LRU for online ones.) Because some of the datasets in the repositories we accessed have too small a working set for 5% of the smallest flash cache to hold the maximum number of in-memory containers, we restrict our analyses to those datasets with a minimum 32GB working set.

This section describes the traces; implementation and configuration for the experimental system; and the set of caching algorithms evaluated.

### 6.4.1 Trace Description

We use a set of 34 traces from 3 repositories:

**EMC-VMAX Traces:** This includes 25 traces of EMC VMAX primary storage servers [184] that span at least 24 hours, have at least 1GB of both reads and writes, and meet the minimum working set threshold (slightly over half the available traces).

**MS Production Server Traces:** This includes 3 storage traces from a diverse set of Microsoft Corporation production servers captured using event tracing for windows instrumentation [126], meeting the 32GB minimum.\(^2\)

**MSR-Cambridge Traces:** This includes 6 block-level traces lasting for 168 hours on 13 servers, representing a typical enterprise datacenter [170]. We narrowed available traces to 6 to include appropriate traces for cache studies. The properties include a working set size greater than 32GB, $\geq 5\%$ of capacity accessed, and read/write balance ($\leq 45\%$ writes).\(^3\)

\(^2\) The traces are: BuildServer, DisplayAdsPayload, DevelopmentToolsRelease.

\(^3\) The traces are: prn0, prn1, proj0, proj4, src12, usr2.
Given a raw trace, we annotate it by making a full pass over the trace and marking each 4KB I/O block with its next reference timestamp. Large requests in traces are split into 4KB blocks, each of which is annotated with the timestamp of its next occurrence individually. The annotated trace is then fed to the cache simulator. Round 1 simulation, e.g., $M$, may generate the insert log that can be used by round 2 simulation (e.g., $M^+$, $M_N$) to filter out blocks that will be evicted before being read.

### 6.4.2 Implementation and Configuration

For the experimental evaluation, we built our container-optimized offline caching heuristic by adding about 3,900 lines of C++ code to a full-system cache simulator. It reports metrics such as hit ratio and flash erasures based on the Micron MLC flash specification [168].

The size of the flash cache for each trace is determined by a fixed fraction of the WSS of the trace (from 1–10%). For $C$, a write buffer queue (with default size equal to 4 containers) is used for newly inserted blocks and is a subset of this DRAM cache. We over-provision the flash capacity by 7% by default; this extra capacity is used for FTL GC or to ensure the ability to manually clean containers in the container-optimized case. We discuss varying the over-provisioning space in §6.5.2.

We conduct the simulation study on 4 VMs each equipped with 4 cores and 128 GB DRAM. All tests are run in parallel (using GNU parallel [94]). We measured the CPU time of heuristic $M^+$ and $C$ looping over all traces, not including the runtime of trace annotating and insertion log generating pre-runs. We ran the experiments 5 times and variance was low. $C$ takes 21.7% longer (2.47 hr) than $M^+$ (2.03 hr) for the smallest cache size due to the overhead of PQ used by $C$ under intensive GCs. The heuristic keeps track of more metadata in 10% cache size. Thus, with the least amount of GCs, it takes $M^+$ almost as long (2.19 hrs) as $C$ does (2.21 hrs), to replay all traces. The results show that our heuristic simulation can process a large set of real-world traces within a reasonable time. This strengthens our confidence that our offline heuristics can serve as a practically useful tool.

### 6.4.3 Caching Algorithms

Table 6.2 shows the caching algorithms selected to represent past and present work. We select the classic LRU algorithm, two state-of-the-art container-based online algorithms (described next), and a variety of offline algorithms (as described in §6.3). The configurations for previous work are the default in their papers (e.g., number of queues) unless otherwise stated.

*RIPQ*+ is based on RIPQ [188], a container-based flash caching framework to approximate several caching algorithms that use queue structures. As a block in a container is accessed, its ID is copied into a virtual container in RAM, and when a container is selected for eviction, any blocks referenced by virtual containers are copied forward. We adopt a modified version
of RIPQ that handles overwrite operations, referred to as RIPQ+ [146]. In our experiments, we use the segmented-LRU algorithm [123] and a container size of 2MB with 8 insertion points.

Pannier [146] is a container-based flash caching mechanism that identifies divergent (heterogeneous) containers where blocks held therein have highly varying access patterns. Pannier uses a priority-based survival queue to rank containers based on their survival time, and it selects a container for eviction that has either reached the end of its survival time or is the least-recently used in a segmented-LRU structure. During eviction, frequently accessed blocks are copied forward into new containers. Pannier also uses a multi-step credit-based throttling scheme to ensure flash lifespan.

### 6.5 Evaluation

In §6.5.1 we evaluate a number of caching algorithms with respect to RHR and EPBPD. We also evaluate the contribution of various techniques on the improvement in endurance. This is followed in §6.5.2 by a sensitivity analysis of some of the parameters, the use of the write buffer and overprovisioning. We then consider tradeoffs that improve endurance at a cost in RHR (§6.5.3).

#### 6.5.1 Comparing Caching Algorithms

We first compare the three online algorithms from Table 6.2 with the RHR-maximizing offline algorithms: MIN, \(M^+\) and \(C\). We focus initially on \(O_1\), minimizing erasures subject to a maximal read hit ratio. Figure 7.5 shows the RHR and EPBPD results across all 34 traces, while varying the cache size among 1%, 2.5%, 5% and 10% of the working set size for each trace.

In §7.4.3, we see that LRU (the left bar in each set) obtains the lowest hit rate because it has neither future knowledge nor a particularly sophisticated cache replacement algorithm. RIPQ+ has about the same RHR as LRU; its benefits arise in reducing erasures rather than
increasing hit rate. Pannier achieves up to 26% improvement in RHR over LRU and RIPQ+. By leveraging future knowledge, MIN, $M^+$ and $C$ achieve the (identical) highest hit ratio, which improves upon Pannier by 9.7%–40%. The gap is widest for the smallest cache sizes. §7.4.3 shows the range of the normalized RHR (normalized against the best-case $C$), with a similar trend as shown in §7.4.3.

Figure 6.5(c) and 6.5(d) show that online algorithms incur the most erasures. Pannier performs slightly better than RIPQ+ due to the divergent container management and more efficient flash space utilization. Though it is not explicitly erasure-aware, MIN saves up to 86% of erasures compared to Pannier. This is because with perfect future knowledge, MIN can decide not to insert blocks that would never be referenced or whose next reference is a write. This implicit admission control mechanism results in significantly fewer flash erasures and higher RHR. $M^+$ further reduces erasures by 31% compared to MIN, because $M^+$ avoids inserting blocks that would be evicted before being accessed and uses TRIM to avoid copying blocks during GC if they will not be rereferenced. Variation does exist, as shown in Figure 6.5(d): the 10% and 25%-ile (the lower bound of box and whiskers) breakdown of $M^+$ are closer to 1 than those of MIN; the lower bounds never reach below
1 while the upper bounds (75% and 90%-ile) are far above, especially for small cache sizes. At small cache sizes, the container-optimized offline heuristic, $C$, further improves on $M^+$ by 40% by lowering GC costs.

One way to understand the differences among MIN, $M^+$, and $C$ is to view the contributions of the individual improvements. The cumulative fraction of erasures saved by the techniques used by $M^+$ or $C$ (summarized in Table 6.1) is depicted in Figure 6.6, normalized against the erasures used by MIN. Surprisingly, we find that simple techniques such as $R_1$ and TRIM have a greater impact on reducing erasures compared to more advanced techniques such as the container-optimized $E$.
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**Figure 6.6:** Fraction of erasures saved in different stages. $R_1$: never inserting blocks that will be evicted before being read. TRIM: removing blocks that would not be reread at FTL layer, CFR: avoiding wasted CFs, E: packing blocks in write buffer using eviction timestamp.

- The top component in each stacked bar ($R_1$) shows the relative improvement from preventing the insertion of blocks that will be evicted without being referenced; for the smallest cache, this accounts for about half the overall improvement from all techniques, but it is a relatively small improvement for the largest cache.

- For MIN, using TRIM to avoid the FTL copying of blocks that will not be reaccessed has an enormous contribution for the largest cache (~80% of all erasures eliminated), but it is a much smaller component of the savings from the smallest caches. Note that we convert MIN to $M^+$ by avoiding (1) unread blocks due to eviction and (2) FTL GC for unneeded blocks.

- Adding a check for blocks that are copied forward (CFR) but then evicted without being rereferenced has a moderate (10%) impact on the smallest cache, but little impact on the largest. This is done only for $C$, as the copy-forwarding within the FTL for $M^+$ occurs in a separate component.
• Using 4 write buffers and grouping by eviction timestamp (E) has a similar effect to CFR on smaller caches and a nontrivial improvement for larger ones.

### 6.5.2 Sensitivity Analysis

Thus far we have focused on default configurations. Here we compare the impact of different in-memory write buffer designs and sizes on erasures. Then we examine the impact of over-provisioned capacity.
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Figure 6.7: Impact of consolidating blocks based on eviction timestamp, and trade-offs in varying the size of the in-memory write buffer (a multiple of containers); Arrival_2 means packing the blocks into the write buffer (2-container worth of capacity) based on their arrival time, Evict_4 means packing the blocks into the 4-container-sized write buffer based on the eviction timestamp. The box-and-whisker plot in (b) shows the \{10, 25, average, 75, 90\}%ile breakdown of the EPBPD, normalized to that of Evict_8.

**Impact of Consolidating Blocks**
We study the impact of consolidating blocks with similar eviction timestamps into the same containers and the impact of sizing the write buffer. Figure 6.7 plots the average EPBPD and variation across all traces, as a function of policy and write buffer size, grouped by different cache sizes. All experiments are performed using $C$ and give the same optimal RHR. By default $C$ uses the priority-based queue structure as the in-memory write buffer, which is filled using the eviction timestamp indicating when, using $M^+$, the block would be evicted from the cache. The write buffer, once full, is dispersed into containers that are written into flash. For comparison purposes we implemented a FIFO-queue-based write buffer, where the blocks are simply sorted based on their arrival timestamp. There is no difference in EPBPD with a queue size of 1 container, because blocks cannot be sorted by eviction timestamp with a single open container in DRAM. Increasing the write buffer size, we observe a reduction in erasures with $\text{Evict}$. This effect is more pronounced with a bigger write buffer queue. For example, for the 2.5% cache size, $\text{Evict}_2$ reduces the EPBPD by 5% compared to $\text{Arrival}_2$; but this EPBPD differential increases to 13% for an 8-container write buffer. This is because a bigger $\text{Evict}$ write buffer results in less fragmentation due to evict-pending blocks in containers stored in flash. The trend shown in average consistently matches that of the individual variation in Figure 6.7(b). Interestingly, $\text{Arrival}_8$ with a 1% cache size yields a slightly higher EPBPD than that of $\text{Arrival}_4$. This is because the fraction of data copied forward internally (due to GC) is higher when using a relatively small cache and a large write buffer. We observed that while the 4 least populated containers generally were sufficiently “dead” to benefit from GC, the next 4 (5th–8th least populated) containers hold significantly more live data than the first four when collected in a batch; this increases CF significantly. This further demonstrates that consolidating blocks into containers based on their eviction timestamp can effectively reduce erasures.

### Impact of Over-provisioned Capacity

Next, we analyze the impact of over-provisioned (OP) capacity on erasures. Figure 6.8 shows the average EPBPD when varying the over-provisioned space between 5% and 50% for different cache sizes. As in the previous experiment, we omit results of RHR, which are unaffected by overprovisioning. We classify the results into block-level ($M^+$) and container-optimized ($C$) approaches, which are interspersed and grouped by the amount of over-provisioned capacity. (Thus, for a given capacity, it is easy to see the impact of the container-optimized approach.)

For both groups, a larger OP space results in lower EPBPD, because the need for GC to reclaim new space becomes less urgent than a flash equipped with relatively smaller OP space. This effect is more significant for $M^+$, as $M^+$ manages data placement in a container-oblivious manner; this results in more GCs, which in turn cause larger write amplification (more internal writes at the FTL level). Comparing $M^+$ with $C$, we observe that for a 1% cache size, $C$ with 10% OP incurs fewer erasures than $M^+$ with 25% OP. This is because

---

4Packing blocks based on LBA or whether clean (newly inserted) or dirty (invalidated due to overwrite), yields no impact on erasures or WFUE scores for the offline heuristics.
Figure 6.8: Trade-offs in over-provisioned (OP) space. The box-and-whisker plot shows normalized EPBPD against C OP=50%.

C consolidates blocks that would be removed at roughly the same time, resulting in significantly fewer internal (CF) flash writes. C also avoids CF of most blocks that get evicted before reaccess. With the largest cache, however, the relative benefit from additional over-provisioning is nominal. Again, Figure 6.8(b) demonstrates that the variation across traces exists; and it is just a matter of how many more erasures each trace incurs, compared to the best case.

6.5.3 Throttling Flash Writes

Thus far the evaluation has focused on O1, optimizing first for RHR and second for EPBPD. If erasures are more important, we can limit flash writes to reduce EPBPD at some cost to hit rate. Recall that O2 tries to maximize RHR subject to a specific limit, whereas O3 tries to optimize WFUE given a particular weight of the importance of RHR relative to EPBPD.
Figure 6.9 demonstrates the effect of $C_T$, which uses the admission control logic described in §6.2.5 to meet a specific EPBPD limit. It removes insertions with the least impact (i.e., blocks with least number of read hits) on RHR to meet the endurance goal. Figure 6.9 shows the results averaged across all traces when varying the EPBPD quota for a trace from 25%–75% of the EPBPD necessary for $M$ or $C$ respectively; this represents a reasonable range of user requirements on flash lifespan in real-world cases. For each cache size there are eight bars, with pairs of $M_T$ and $C_T$ algorithms as the threshold varies from 25% to 100% of total erasures. (The limits for $M_T$ and $C_T$ are set differently, since the maximum values vary.)

We observe in Figure 6.9(a) that for big cache sizes (5% and 10%) the RHR loss is about 39% for the 25% EPBPD quota. The gap reduces to 13% for the 75% EPBPD quota. As expected and shown in Figure 6.9(b), overall EPBPD decreases as the threshold is lowered, while $C_T$ moderately improves upon $M_T$.

For WFUE, one question is what an appropriate weight $\alpha$ would be. Figures 6.9(c) and (d) plot the same algorithms but report WFUE using $\alpha = 0.2$ and $\alpha = 0.8$ (this prioritizes erasures and hit rates respectively). With $\alpha = 0.2$, the erasure savings dominate. Hence, $M_{25\%}$ and $C_{25\%}$ achieve the highest WFUE scores while $M^+$ and $C$ see lower ones. Prioritizing
RHR gives $M^+$ and $C$ the highest WFUE across all variants. $C_T$ consistently outperforms the corresponding $M_T$ because it can avoid most wasted CFs and because it groups by eviction timestamp (see §6.5.1).

Figure 6.10 shows the effect of limiting flash insertions to blocks that are reread $\geq N$ times. It plots $M^+$ (which is equivalent to $M_1$), $M_2$, and $M_3$, as well as the corresponding container-optimized $C$ algorithms. Results for RHR and EPBPD are averaged across all 34 traces. For small cache sizes (1% and 2.5%), $C_2$ loses an average of 41% of the RHR (Figure 6.10(a)), but it gets about a 79% savings in EPBPD (Figure 6.10(b)). Prioritizing erasures and RHR shows similar trends as the WFUE results in read hit based insertion removal tests (Figures 6.9(c) and (d)), hence are omitted due to space constraints.

### 6.6 Chapter Summary

While it is challenging to optimize for both RHR and endurance (represented by EPBPD) simultaneously, we have presented a set of techniques to improve endurance while keeping the best possible RHR, or conversely, trade off RHR to limit the impact on endurance. In particular, our container-optimized heuristic can maintain the maximal RHR while reducing flash writes caused by garbage collection; we see improvements of 55%–67% over MIN and 6%–40% over the improved $M^+$, which avoids many wasted writes and uses TRIM to reduce GC overheads. Another important finding in our study indicates that simple techniques such as R$_1$ and TRIM provide most of the benefit in minimizing erasures. Alternatively, the flash writes can be limited to those that are rereferenced a minimum number of times. We define a new metric, Weighted Flash Usage Effectiveness, which uses the offline best case as a baseline to evaluate tradeoffs between RHR and EPBPD quantitatively.

In the future, we would like to investigate the complexity of the various algorithms (we believe them to be NP-hard). Exploring approaches to improving online flash caching algorithms...
is also part of our future work. We are particularly interested in heuristics to trade off one cache hit against another to further reduce cache writes without impacting RHR.
Chapter 7

A Framework for Building Distributed Key-Value Stores

The workload-aware key-value storage systems presented in Chapter 3 and 5 require a significant amount of engineering effort to implement, test, and deploy. To address this problem, in this chapter we present a flexible and generic framework for fast prototyping a wide range of distributed key-value store designs. The resulted framework, ClusterOn, targets a proxy-based layered distributed key-value storage architecture, and adds programmability to the control plane, which enables many different practical key-value store design and configurations.

7.1 Introduction

The big data boom is driving the development of innovative distributed storage systems aimed at meeting the increasing need for storing vast volumes of data. We examined the number of representative storage systems that have been implemented/released by academia in the last decade, and found a steady increase in such systems over recent years. Figure 7.1 highlights the trend of innovating new solutions for various and changing storage needs.\(^1\)

These new storage systems/applications\(^2\) share a set of features such as replication, fault tolerance, synchronization, coordination, and consistency. This implies that a great portion of these features are overlapped across various such applications. Furthermore, implementing a new application from scratch imposes non-trivial engineering efforts in terms of \# lines of code (LoC) or person-year. Table 7.2 gives the LoC\(^3\) of 6 popular distributed storage

\(^1\)We only count papers that implement a full-fledged storage system. USENIX FAST is not included as it solely covers storage.
\(^2\)We use “systems/applications” interchangeably throughout.
\(^3\)We count the LoC on a per-file basis, excluding source code of the client side and the testing framework.
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Figure 7.1: Number of storage systems papers in SOSP/OSDI, ATC and EuroSys conferences in the last decade (2006–2015).

<table>
<thead>
<tr>
<th>Year</th>
<th># of Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006</td>
<td>5</td>
</tr>
<tr>
<td>2007</td>
<td>6</td>
</tr>
<tr>
<td>2008</td>
<td>5</td>
</tr>
<tr>
<td>2009</td>
<td>7</td>
</tr>
<tr>
<td>2010</td>
<td>9</td>
</tr>
<tr>
<td>2011</td>
<td>12</td>
</tr>
<tr>
<td>2012</td>
<td>10</td>
</tr>
<tr>
<td>2013</td>
<td>16</td>
</tr>
<tr>
<td>2014</td>
<td>17</td>
</tr>
<tr>
<td>2015</td>
<td>16</td>
</tr>
</tbody>
</table>

Table 7.1: Total LoC in the 6 studied storage applications.

<table>
<thead>
<tr>
<th>Key-value store</th>
<th>Object store</th>
<th>DFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Redis</td>
<td>HyperDex</td>
<td>Berkeley DB</td>
</tr>
<tr>
<td>Total #LoC</td>
<td>41760</td>
<td>20691</td>
</tr>
</tbody>
</table>

applications in three categories. Correspondingly, Figure 7.2 shows the LoC breakdown. An interesting observation is that all of the six applications have a non-trivial portion of LoC (45.3%–82.2%) that implements common functionalities such as distributed management. While LoC is a major indicator for the engineering effort involved, it is by no means definitive or comprehensive enough. The engineering effort required at different stages of development also includes the fundamental difficulties of bundling management components as well as increased maintenance cost (e.g., bug fixing) as the codebase size increases. It would be highly desirable and efficient if the common feature implementations across various storage applications can be “reused”.

One may argue that different storage solutions are developed to meet certain needs, and thus are specialized. In this paper, however, we posit that storage management software, not the application developers, should implement all the messy plumbings of distributed storage applications. We argue that there is a strong need for such a modularized framework that provides a thin layer to realize the common functionalities seen in distributed storage applications. On one hand, such a framework will significantly reduce the complexities of developing a new storage application. On the other hand, a modularized framework enables more effective and simpler service differentiation management on the service provider side.

We envision a framework where developers only need to implement the needed core functionality, and common features/management etc. is automatically provided, akin to User Defined Functions in the popular MapReduce framework. To this end, we propose ClusterOn, a framework that takes a non-distributed core version (which we call datalet) of a storage application, adds common features and management, and finally morphs the code into a scalable distributed application. ClusterOn is motivated by the observations we made ear-
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Figure 7.2: LoC breakdown of the 6 studied storage applications. Core IO component includes the core data structure and protocol implementation. Management component includes implementations of replication/recovery/failover, consistency models, distributed coordination and metadata service. Etc includes functions providing configurations, authentications, statistics monitoring, OS compatibility control, etc. Management and Etc are the components that can be generalized and implemented in ClusterOn.

lier that modern storage applications share a great portion of functionality. By providing a transparent and modularized distributed framework that provides configurable services such as replication, fault tolerance, and consistency, ClusterOn hides the inherent complexities of developing distributed storage applications.

This paper makes the following contributions. We quantitatively analyze various distributed storage application and show that they have repetitive source code that implements common features found across these applications. As a novel solution, we present the design of ClusterOn, which provides these features to reduce the engineering effort required for development of new distributed applications.

7.2 ClusterOn Design

Figure 7.3(a) shows the architecture of ClusterOn. It consists of three major components—(1) application layer, (2) middleware, and (3) a metadata server.

The application layer includes a homogeneous cluster of datalets. A datalet is a single instance of the application. These datalets are the building blocks of constructing larger distributed applications, although they are completely unaware that they are running in a distributed setting. Datalets are designed to run on a single node, and they are only responsible for performing the core functions of an application. For example, a KV store datalet, in the simplest form, only needs to implement a Get and a Put interface. When running a single datalet is no longer sufficient to handle the load, we can instantiate more of them. However, for them to work coherently with one another, the middleware layer is
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The middleware layer has 2 main responsibilities: (1) manages cluster topology, and (2) depending on which, coordinates network traffic amongst the datalets. For scalability reasons, the middleware layer needs to have a distributed set of entities (we call them proxies) to perform these 2 functions well on behalf of a distributed set of datalets. In the simplest design, one could have a one-to-one mapping between a proxy and a datalet that are symbiotically co-located with all traffic going into and out of the datalet proxies. Proxies will communicate with one another depending on the relationship between the datalets that they proxy within the cluster topology. For example, in a master-slave topology, the master’s proxy will forward all write requests to the slave’s so the data can be replicated appropriately. In most cases, a single proxy can handle \( N \) instances of datalets (where \( N \geq 1 \), and \( N \) is configurable depending on the processing capacity of both the proxy and datalet).

Different applications use different protocols for their communication. ClusterOn’s proxies parse the application messages to make decisions such as routing. To support new applications, there are two basic options: (1) the HTTP-based REST protocol; and (2) Google’s protocol buffer. Due to the cost that these two solutions may incur, performance-sensitive applications can select to use a simple yet generic text/binary-based protocol, which is also supported by ClusterOn.

The meta-data server is used by the middleware layer as a persistent store for keeping critical meta-data about the cluster, e.g., topology information, current load on datalets, so the network traffic can be appropriately routed, data can be recovered from a failure, or datalets autoscaled when appropriate. Clients to the cluster can also consult the meta-data server for directory services. This allows clients to more efficiently direct their request to nodes within the cluster across a wide variety of topologies. However, this is optional, as proxies can always redirect requests within themselves to route to the destination datalet or datalets.

Figure 7.3: ClusterOn architecture.
7.2.1 Modules

A major challenge in designing ClusterOn is to make sure it can cover various types of distributed applications, e.g., KV stores, object stores, distributed file systems, databases, etc. Though these applications are distributed and share similar modules, they are very different in nature. Hence, there is a need for a systematic approach to classify these applications into different categories and make sure that ClusterOn supports all those categories. ClusterOn realizes this by classifying and supporting these applications on the basis of their underlying replication schemes, cluster topology, and consistency model.

Replication schemes  Different applications adopt different replication schemes, e.g., SPORE [102] replicates data at granularity of KV pairs and Redis at node level. File systems such as GFS [91] and HDFS replicate block-level data chunks within and across racks to provide better fault tolerance. ClusterOn’s replication module supports a 2-dimensional configuration space: (1) replication granularity, e.g., key/shard/node-level, and (2) replication locality, e.g., server/rack/datacenter-local. ClusterOn provides a generic module that allows flexible selection of different replication schemes, thus covering a wide variety of storage application use cases.

Cluster topologies  Cluster topology module specifies the logical relationship among holders (datalets) or different replicas. Generally, most distributed storage applications can be divided in three types of cluster topologies, namely, (1) master-slave, (2) multi-master (or active-active), (3) peer-to-peer (P2P), or some combinations of these. ClusterOn supports the above three topologies. Master-slave mode provides chain replication support [191] by guaranteeing that only one datalet is acting as the master and all others as slaves while keeping this fact oblivious to these datalets. Similarly, in the case of active-active topology, multiple datalets can be concurrently write to and read from, and this can be coordinated by the corresponding proxies using distributed locks. In case of P2P topology, ClusterOn controls the management logic that drives the inter-node communication among the peers. As consistent hashing is commonly used in a P2P topology, ClusterOn can easily calculate who are the immediate neighbors of a datalet for data propagation and recovery purposes.

Consistency models  ClusterOn supports three consistency levels that are commonly adopted by the modern distributed storage applications, namely, (1) strong consistency, (2) eventual consistency, and (3) no consistency. In our design, ClusterOn leverages Zookeeper as a distributed locking service to support strong and eventual consistency. Lock can be acquired at granularity of KV pair, block, object, file, or node level. In the case of strong consistency, each incoming request to access data is executed after acquiring a lock on the data. Eventual consistency is supported by first acquiring lock only on the primary copy of the data and updating the secondary copies later.
7.3 ClusterOn Implementation

In this dissertation, we specifically focus on supporting distributed key-value stores within ClusterOn. We have implemented a prototype of ClusterOn using ~13.5k lines of C++/Python code (counted with CLOC [4]). Table 7.2 summarizes our implementation effort with respect to new or modified code.

<table>
<thead>
<tr>
<th>Type</th>
<th>Components</th>
<th>LoC</th>
<th>Subtotal</th>
</tr>
</thead>
<tbody>
<tr>
<td>ClusterOn</td>
<td>Core</td>
<td>5,617</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Events</td>
<td>307</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Messaging</td>
<td>1,772</td>
<td></td>
</tr>
<tr>
<td></td>
<td>MQ handler</td>
<td>382</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coordinator</td>
<td>1,031</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lock server APIs</td>
<td>943</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Client lib</td>
<td>1,528</td>
<td>11,580</td>
</tr>
<tr>
<td>Parsers</td>
<td>Google protobuf</td>
<td>262</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Redis + SSDB</td>
<td>333</td>
<td>595</td>
</tr>
<tr>
<td>Apps</td>
<td>tHT</td>
<td>[966]+107</td>
<td></td>
</tr>
<tr>
<td></td>
<td>tLog</td>
<td>[966]+286</td>
<td></td>
</tr>
<tr>
<td></td>
<td>tMT</td>
<td>[966]+98</td>
<td>1457</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td>13632</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>Controlet</th>
<th>MS+SC</th>
<th>MS+EC</th>
<th>AA+SC</th>
<th>AA+EC</th>
</tr>
</thead>
</table>

Table 7.3: LoC breakdown for all pre-built controlets provided by ClusterOn. Pre-built controlets are built on top of the controlet template [150 LoC] provided by ClusterOn.

ClusterOn consists of seven sub-components. (1) Core implements the main logic of distributed management of ClusterOn, and constitutes a large portion of the implementation. (2) Events uses an event-based approach to achieve request pipelining. This part accounts for around 300 LoC. (3) Messaging handles messaging among controlets and datalets. (4) MQ handler is used to manage the partitions and offsets for Kafka [21] that we use as our MQ. (5) Coordinator consists of two parts: a Python-written failover manager that directly controls the data recovery as well as handling ClusterOn process failover. The coordinator uses ZooKeeper [113] to store topology metadata of the whole cluster and coordinates leader elections during failover. (6) Lock server APIs implement client-side logic to acquire and release locks in the remote lock server, which also relies on ZooKeeper for fault tolerance. ClusterOn provides two lock server options—ZooKeeper-based [43] and Redlock-based [32]. (7) Client lib integrates our Google Protobuf-based protocol into a in-memory KV store client library libmc [22]. We add/modify ~1.5k lines of C++ code.
In order to glue a datalet into the ClusterOn-provided control plane, the developer should provide a protocol parser. We implement three new datalet applications that all share a ClusterOn-defined protocol parser built using Google Protocol Buffers [28] (262 LoC). \textit{tHT} (107 LoC) is a simple in-memory hash table. \textit{tLog} (286 LoC) is a persistent log-structured store that uses \textit{tHT} as the in-memory index. \textit{tMT} (98 LoC) is a datalet based on embedded Masstree [11], which supports range queries. Moreover, in our datalets, \textapprox 90\% of code (966 LoC) is shared and account for common functionalities such as networking/messaging (NW) and threading/event handling (UT). This code is provided by ClusterOn as the datalet template. Table 7.3 summarizes the number of LoC for the pre-built controlets that are provided by ClusterOn. The four controlets share some events provided by the controlet template, which consist of around 150 LoC.

To further demonstrate the flexibility of ClusterOn, we port two existing standalone and networked KV store applications to ClusterOn—SSDB [37] and Redis [30]. We implemented a simple text-based protocol parser using 333 LoC and integrated it in client library, controlet, and datalet, for both applications.

Overall, it took us less than one person-day to design, develop, and test each datalet (the Apps row in Table 7.2) and three person-days on average to implement each controlet (as listed in Table 7.3 excluding the design phase). This underscores ClusterOn’s ability to ease development of KV-store-based services.

### 7.4 Evaluation

In this section, we evaluate ClusterOn’s utility in scalability, and performance using a wide range of datalets.

#### 7.4.1 Experimental Setup

**Testbeds and configuration** We perform our evaluation on Google Cloud Engine (GCE) and a local testbed. For larger scale experiments (§7.4.2), we make use of VMs provisioned from the \texttt{us-east1-b} Zone in GCE. Each controlet–datalet pair runs on an \texttt{n1-standard-4} VM instance type, which has 4 virtual CPUs and 15 GB memory. Workloads are generated on a separate cluster comprising nodes of \texttt{n1-highcpu-8} VM type with 8 virtual CPUs to saturate the cloud network and server-side CPUs. A 1 Gbps network interconnect was used.

For performance stress test (§7.4.3), we use a local testbed consisting of 12 physical machines, each equipped with 8 2.0 GHz Intel Xeon cores, 64 GB memory, with a 10 Gbps network interconnect. The coordinator is a single process (backed-up using ZooKeeper [113] with a standby process as follower) configured to exchange heartbeat messages every 5 sec with controlets. We deploy the coordinator, ZooKeeper, and MQ on a separate set of nodes.
In both cloud and local testbed experiments, we observe that one MQ node is capable of handling at least 8 ClusterOn nodes. For instance, we use a 6-node MQ cluster to sustain the peak throughput of a 48-node ClusterOn cluster in GCE. Both MQ and ClusterOn’s coordinator communicate with ZooKeeper for storing metadata and fault tolerance.

**Workloads** We use workload suites from the Yahoo! Cloud Serving Benchmark (YCSB) [78], a commonly used benchmark for KV stores. Specifically, we present the results with WorkloadA, WorkloadB, and WorkloadE. WorkloadA (which we call 50% Get in the rest of the section) is an update-intensive workload with a Get:Put ratio of 50%:50%. WorkloadB (which we call 95% Get) is a read-mostly workload with 95% Get. WorkloadE is a scan-intensive workload with 95% Scan and 5% Put. All workloads consist of 10 million unique KV tuples, each with 16 B key and 32 B value, unless mentioned otherwise. Each benchmark process generates 10 million operations following a balanced uniform KV popularity distribution and a skewed Zipfian distribution (where Zipfian constant = 0.99). The reported throughput is measured in terms of thousand queries per second (kQPS) as an arithmetic mean of three runs.

### 7.4.2 Scalability

Given a non-distributed KV store, ClusterOn promises to automatically scale it out on a cluster of nodes and provide distributed management features. In this test, we evaluate the scalability of the ClusterOn-enabled distributed KV store. We use four single-server KV stores: (1) tHT, and tLog, as examples of newly developed datalets; and (2) tSSDB [37] and tMT [11], as representatives of existing persistent KV stores.

Figure 7.4 shows the scalability of ClusterOn-enabled distributed tHT. We measure the throughput when scaling out tHT from 3 to 48 VMs on GCE. The number of replicas is set to three. We present results for all four topology and consistency combinations: MS+SC, MS+EC, AA+SC, and AA+EC. For all cases, ClusterOn scales tHT out linearly as the number of nodes increases for both read-intensive (95% Get) and write-intensive (50% Get) workloads. For SC, MS+SC using chain replication scales well, while AA+SC performs worse as expected in locking based implementation. For EC, the results show that our MQ-based EC support scales well for both MS+EC and AA+EC. Performance comparison to existing distributed KV stores will follow in §7.4.3.

### 7.4.3 Performance Comparison with Natively Distributed Systems

In this experiment, we compare ClusterOn-enabled KV stores with two widely used natively-distributed (off-the-shelf) KV stores: Cassandra [133] and LinkedIn’s Voldemort [187]. These experiments were conducted on our 12-node local testbed in order to avoid confounding issues arising from sharing a virtualized platform. We launch the storage servers on six nodes and
YCSB clients on the other four nodes to saturate the server side. The coordinator, lock server (only for AA+SC), and ZooKeeper [113] are co-located on a dedicated node, while Kafka (MQ) is run separately on another node. We use tHT as a datalet and show that ClusterOn-enabled KV stores can achieve comparable (sometime better) performance with state-of-the-art systems, proving its high efficiency.

For Cassandra, we specify a read and write consistency level of one to make consistency requirements less stringent. Cassandra’s replication mechanism follows the AA topology with EC [64]. For Voldemort we use a server-side routing policy, all-routing as the routing strategy, a replication factor of three, one as the number of reads or writes that can succeed without the client getting an exception, and persistence set to memory.

Figure 7.5 shows the latency and throughput for all tested systems/configurations when
7.4. Evaluation

Figure 7.5: Average latency vs. throughput achieved by various systems under Zipfian workloads. Dyno: Dynomite.

varying the number of clients to increase the throughput in units of kQPS.4 For AA+EC, ClusterOn outperforms Cassandra and Voldemort. For read-intensive workload (95% Get), ClusterOn’s throughput gain over Cassandra and Voldemort is 4.5× and 1.6×, respectively. For write-intensive workload (50% Put), ClusterOn’s throughput gain is 4.4× over Cassandra and 2.75× over Voldemort. This is because Cassandra is written in Java and uses compaction in its storage engine. Use of compaction significantly effects the write performance and increases the read latency due to use of extra CPU and disk usage [12]. Similarly, Voldemort is written in Java and uses the same design. Both are based on Amazon’s Dynamo paper [83], but the main difference is that Voldemort follows a simple key/value model, while Cassandra uses a persistence model based on BigTable’s [65] column-oriented model. Furthermore, our findings are consistent with Dynomite [12] in terms of the performance comparison with Cassandra.

As an extra data point, we also see interesting tradeoffs when experimenting with different configurations supported by ClusterOn. For instance, MS+EC achieves performance comparable to AA+EC under 95% Get workload since both configurations serve Gets from all replicas. AA+EC achieves 47% higher throughput than MS+EC under 50% Get workload, because AA+EC serves Puts from all replicas. For AA+SC, lock contention at the DLM caps the performance for both read- and write-intensive workloads. As a result, MS+SC

---

4Uniform workloads show similar trend, hence are omitted.
performs $3.2 \times$ better than AA+SC for read-intensive workload and around $2 \times$ better for the write-intensive workload.

### 7.5 Chapter Summary

We have presented the design and implementation of ClusterOn, a framework, which adopts a series of efficient and reusable distributed system components to provide a range of KV store design choices. The framework significantly reduces the effort for developers to extend a single-server KV store or plug existing applications to a highly scalable, fault tolerant, distributed deployment with desired features. Evaluation shows that ClusterOn is flexible, achieves high performance, and scales horizontally on a 48-VM cloud cluster.
Chapter 8

Conclusion and Future Work

A key goal of this dissertation is to make innovative solutions for real-world data management problems. In this dissertation, we have successfully applied the workload-awareness principle and methodology to uncover critical issues in distributed and data-intensive systems. Investigations have led to novel and effective approaches to solve these problems. For example, the offline flash caching heuristic [74] that we developed is, to the best of our knowledge, the first offline caching algorithm that takes flash endurance into consideration. It can be used to evaluate any online flash caching solutions, and navigate the tradeoffs between performance and endurance.

This dissertation is driven by the complexities of modern computing and data-intensive systems, and the need for more efficient and flexible approaches to manage such complexities. The work of this dissertation targets two real-world application scenarios: (1) massive-scale web applications (e.g., Facebook web queries) that require efficient, scalable, and flexible distributed storage systems; (2) cloud-based big data analytics (e.g., distributed NoSQL queries) that need careful deployment planning. By performing extensive and deep analysis to understand the issues [72], designing rigorous models [72, 73] and practical tools [74] to characterize complex workload behaviors, and building efficient systems [52, 70, 71] to manage different tradeoffs and the massive volume of data, this dissertation demonstrates improved efficiency and usability at the system level with a broad focus on practical and user-centric metrics.

8.1 Summary

The extreme latency and throughput requirements of modern web-scale services (an impressive list of users includes Facebook, Airbnb, Twitter, and Wikipedia, etc.) are driving the use of distributed object caches (e.g., Memcached) and stores (e.g., OpenStack Swift). Commonly, the distributed cache/storage tier can scale to hundreds of nodes. With the
growth of cloud platforms and services, object storage solutions have also found their way into both public and private clouds. Cloud service providers such as Amazon and Google Cloud Platform already support object caching and storage as a service. However, web query workloads exhibit high access skew and time varying heterogeneous request patterns, which cause severe access load imbalance and unstable performance. The difficult-to-develop (and -debug) nature of distributed storage systems even makes the situation worse. This dissertation along this line tackles the above issues using a holistic redesign approach that cohesively combines piece-by-piece optimizations with the goal of maximizing both efficiency and flexibility.

We first target internet-scale web workloads which now dominates the majority of the network traffic in the world. We apply a novel data partitioning technique to intelligently shard the data at flexibly various granularities. This approach naturally provides workload-awareness by treating hot/cold data differently. Specifically, in memory cache deployment, we developed MBal [71], an in-memory object caching framework that leverages fine-grained data partitioning and adaptive multi-phase load balancing. MBal performs fast, lockless inserts (SET) and lookups (GET) by partitioning user objects and compute/memory resources into non-overlapping subsets called cachelets. It quickly detects presence of hotspots in the workloads and uses an adaptive, multi-phase load balancing approach to mitigate any load imbalance. The cachelet-based design of MBal provides a natural abstraction for object migration both within a server and across servers in a cohesive manner. Evaluation results shows that MBal brings down the tail latency of imbalanced web queries close to that of an ideally balanced workload.

Second, we look at data placement problem in public cloud environments. At a very high level, this work adds a smart management tier on top of the cloud storage service layer by exploiting workload and storage heterogeneity (i.e., workload-awareness). The use of cloud resources frees tenants from the traditionally cumbersome IT infrastructure planning and maintenance, and allows them to focus on application development and optimal resource deployment. These desirable features coupled with the advances in virtualization infrastructure are driving the adoption of public, private, and hybrid clouds for not only web applications, such as Netflix, Instagram and Airbnb, but also modern big data analytics using parallel programming paradigms such as Hadoop and Dryad. With the improvement in network connectivity and emergence of new data sources such as IoT edge points, mobile platforms, and wearable devices, enterprise-scale data-intensive analytics now involves terabyte- to petabyte-scale data with more data being generated from these sources constantly. Thus, storage allocation and management would play a key role in overall performance improvement and cost reduction for this domain. While cloud makes data analytics easy to deploy and scale, the vast variety of available storage services with different persistence, performance and capacity characteristics, presents unique challenges for deploying big data analytics in the cloud. The proposed cloud storage tiering solution, driven by real-world workload behaviors and cloud service characterization, takes the first step towards providing cost-effective data placement support for cloud-based big data analytics using the economic
principles of demand and supply for both cloud tenants and service providers. While the use of faster storage devices such as SSDs is desirable by tenants, it incurs significant maintenance costs to the cloud service provider. To alleviate this problem, we extended CAST to further incorporate dynamic pricing by involving the provider. The resulting hybrid cloud store \cite{73} exposes the storage tiering to tenants with a dynamic pricing model that is based on the tenants’ usage and the provider’s desire to maximize profit. The tenants leverage knowledge of their workloads and current pricing information to select a data placement strategy that would meet the application requirements at the lowest cost. Our approach allows both a service provider and its tenants to engage in a pricing game, which yields a win–win situation, as shown in the results of the production trace driven simulations.

This dissertation then tackles the local storage data management issues by focusing on local flash cache heuristic optimizations. Local storage serves as the fundamental building block for almost all possible high-level storage applications such as relational databases, key-value stores, etc. This work provides a generic solution for the example applications mentioned in the first two works covered in this dissertation. Unlike traditional hard disk drivers (HDDs), flash drives, e.g., NAND-based solid state drives (SSDs), have limits on endurance (i.e., the number of times data can be erased and overwritten). Furthermore, the unit of erasure can be many times larger than the basic unit of I/Os, and this leads to complexity with respect to consolidating live data and erasing obsolete data. For enterprise primary storage workloads, storage must balance the requirement for large capacity, high performance, and low cost. A well studied technique is to place a flash cache in front of larger, HDD-based storage system, which strives to achieve the performance benefit of SSD devices and the low cost per GB efficiency of HDD devices. In this scenario, the choice of a cache replacement algorithm can make a significant difference in both performance and endurance. While there are many cache replacement algorithms, their effectiveness is hard to judge due to the lack of a baseline against which to compare them: Belady’s MIN, the usual offline best-case algorithm, considers read hit ratio but not endurance. To this end, we explored offline algorithms for flash caching in terms of both hit ratio and flash lifespan. We developed a multi-stage heuristic \cite{74} by synthesizing several techniques that manage data at the granularity of a flash erasure unit (which we call a container) to approximate the offline optimal algorithm, which we believe is much harder to compute. Evaluation showed that the container-optimized offline heuristic provides the optimal read hit ratio as MIN with 67\% less flash erasures. More fundamentally, my investigation provides a useful approximate baseline for evaluating any online algorithm, highlighting the importance of comparing new policies for caching compound blocks in flash.

Finally, this dissertation answers a fundamental research problem–how to build a fully-functional distributed key-value storage system with minimal engineering effort. This work is motivated by the real demand that real-world developers are faced with when building a complex distributed system from scratch. As is known, distributed systems are notoriously bug-prone and difficult to implement. What would be an easy and productive way to develop distributed systems from scratch? To solve the research problem, we conducted a study \cite{53},
where we observed that, to a large extent, such systems would implement their own way of handling features of replication, fault tolerance, consistency, and cluster topology, etc. To this end, we designed and implemented ClusterOn, a universal and flexible ecosystem that handles the “messy plumbings” of distributed systems by synthesizing a series of reusable and efficient components of distributed system techniques. Using ClusterOn, developers only need to focus on the core function (SET or GET logics) implementation of the application, and ClusterOn will convert it into a scalable, and highly configurable distributed deployment, following a serverless fashion.

8.2 Future Directions

This dissertation are focused on practical problems that exist in storage systems. We are particularly interested in designing systems with high efficiency/flexibility and better security, and extend our understanding in cyber-physical systems and ubiquitous computing. In the following, We discuss several future directions as an extension to this dissertation.

8.2.1 Redesign the System-Architecture Interfaces

Massive deployment of fast storage devices (such as high-density non-volatile memory) has boosted the performance of modern datacenter applications. The prior and ongoing work has shown that there exists great potential for extending the endurance of datacenter flash storage in both single device [74] and at scale. At extreme scale, performing distributed wear leveling and global garbage collecting can not only improve the overall lifespan of the flash array, but also effectively improve the overall performance. However, applications and the underlying distributed flash cluster are still segregated and there is no way application can directly manage the functionality controlled by the storage hardware, thus impacting the cost effectiveness inevitably. Observations and preliminary results demonstrate the huge improvement space of such an application-managed hardware design [74]. In the short term, we plan to conduct research for a cross-layer system-architecture codesign to enable transparent scale-up/scale-out high performance storage.

8.2.2 Rethinking System Software Design in Ubiquitous Computing Era

Computing has expanded beyond the Internet and become ubiquitous everywhere in the physical world. A trending area is rethinking the server system design in the context of cyber-physical systems, IoT, mobile and wearable devices. Future server systems would involve complex interactions with users and require the right balance of resources such as CPU,
memory, storage, and energy. To provide effective and efficient infrastructure support, we are interested in exploring the tradeoffs among all possible objectives including performance, deployment cost, reliability, easy-of-use/deployment, and energy efficiency, in the context of low-end, low-capacity, energy-sensitive and IoT-scale environments. Such studies will impact the next-generation server system software design and development, and provide best practice guidance for practical deployment in the field.

8.2.3 Utilizing Heterogeneous Accelerators for Better HPC I/O

As large-scaled infrastructure keeps to exploit heterogeneous accelerators, fully utilization of both computing power and associative memory systems is of greater importance [105, 108, 109, 110]. To make programs more efficiently run on modern commodity server systems, we need to fully exploit the parallel potentials that exists in the machines. It was known that parallel accelerators, such as GPUs, require careful usages of different memory levels for performance improvements [107, 194], and data-level parallelism can help better utilize memory bandwidth [106, 206]. The problem becomes more exciting when considering a HPC accelerator I/O system codesign. In the short term, I plan to (1) study and understand the behaviors of utilizing heterogeneous accelerators in HPC I/O subsystems, and (2) build next-generation infrastructure support that aims to transparently exploiting the parallelism of large-scale heterogeneous accelerators to enhance and boost the I/O performance and energy efficiency of HPC I/O systems and HPC storage hardware.

8.2.4 Security in Next-Generation System Infrastructure

Mining security risks are becoming increasingly challenging as the amount of data grows rapidly. New techniques [44, 61, 69, 154, 155, 185] are needed to detect, prioritize and measure the security risks from massive datasets. From this angle, in the long term, we are particularly interested in utilizing data mining and machine learning techniques to effectively enhance the security of next-generation system infrastructure such as IoT, mobile networks, and datacenters in the edge. Specific directions include conducting empirical analysis on open platforms such as Android App Store, Facebook etc. for better understanding of existing or potential security issues, and system software design and implementation on top of emerging hardware- or architecture-level techniques such as Intel SGX [34].
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