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Agenda
• Today’s lecture: Datacenter workload management & 

analysis: An Alibaba case study 

• RAMCloud paper discussion 

• Course evaluation forms 

• Announcement: I will be holding extra office hours 
3-5pm Friday (and open for phone call appointment 
next week)
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Characterizing Co-located 
Datacenter Workloads:  

An Alibaba Case Study



Warehouse-scale datacenter 
management
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Workload co-location
• Run all workloads on one cluster 

• Latency-sensitive, long-running, interactive workloads 
• Transient batch job workloads 

• Improved utilization and elasticity 
• Fill batch jobs into “gaps” in interactive workloads 
• Evict batch jobs if interactive workload demand spikes
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Google’s Borg [EuroSys’15] Google trace analysis [SoCC’12]

Co-located workload patterns 
remain a mystery!



The Alibaba trace
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11/11 Singles’ day shopping festival
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11/11 Singles’ day shopping festival
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11/11 Singles’ day shopping festival
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The Alibaba trace
Released Aug 2017

•     The data is provided to address the 
challenges Alibaba face in IDCS where online 
services and batch jobs are co-allocated …
• Two general types of workloads sharing a 

production cluster of 1.3k machines for 24 hours 
• Containerized interactive services (e.g., Email) 
• Batch jobs (DAG of tasks, e.g., MapReduce) 
• Ran on separate clusters before 2015
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Alibaba’s cluster management systems
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Sigma FuxiLevel0
manager

Shared cluster



Average machine utilization
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Average machine utilization
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> 80% time running b/w 
10-30% CPU usage

> 50% memory usage  
for over 55% time



Overall cluster usage heatmap
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CPU usage Memory usage

Medium usage for  
the 1st 4 hours

> 50% for  
majority of time



Overall cluster usage heatmap
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CPU usage Memory usage

Medium usage for 
the 1st 4 hours

> 50% for 
majority of timeMemory tends to be of higher demands with 

over half capacity consumed over half the time



Long-running, containerized workloads
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Sigma FuxiLevel0
manager

Shared cluster



Long-running, containerized workload:
Reserved resources vs. actual usage
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Long-running, containerized workload:
Reserved resources vs. actual usage
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Resource reservation pattern clearly visible



Long-running, containerized workload:
Reserved resources vs. actual usage
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All containers have over-provisioned CPUs



Long-running, containerized workload:
Reserved resources vs. actual usage
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A small fraction of containers overcommit memory

All containers have over-provisioned CPUs



Transient, batch processing workloads
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Sigma FuxiLevel0
manager

Shared cluster



Transient, batch processing workloads:
Requested resource vs. average usage
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CPU Memory



Transient, batch processing workloads:
Requested resource vs. average usage
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CPU Memory

60% tasks use more 
CPU then requested

80% tasks use more
memory than requested



Transient, batch processing workloads:
Requested resource vs. average usage
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CPU Memory

60% tasks use more 
CPU then requested

80% tasks use more
memory than requested

Batch jobs elastically overcommit resources reserved by 
containerized online services



Workload co-location
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Sigma FuxiLevel0
manager

Shared cluster



Resource usage heatmap of 
containerized workloads
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CPU usage Memory usage



Cluster regions
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CPU usage Memory usage

Buffer region with no containers deployed



Cluster regions
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CPU usage Memory usage

Cluster region with co-located workloads



Resource usage at different cluster 
regions
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Resource usage at different cluster 
regions
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Resource usage at different cluster 
regions
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The batch only region has potential to improve its resource 
utilization by accommodating more batch jobs in there



Summary
Alibaba’s co-located workloads tend to be more memory-
demanding

• Cluster spends over 80% time w/ 10-30% CPU usage

Workloads show complementary patterns
• Long-running containerized online services over-provision resources

• Transient batch processing jobs overcommit unused resources to 
improve overall resource utilization

Seemingly disjoint scheduling decision making regardless of the 
co-existence of two workloads

• Need for a more integrated, global Level-0 controller 
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The RAMCloud project
• An academic project led by Prof John Ousterhout 

• Inventor of LFS (log-structured filesystem) 

• Initiated back in 2010/2011 
• A bunch of spinoff projects 

• Raft consensus algorithm (ATC 2014) 

• Log-structured memory management (FAST 2014) 

• Better linearizability (SOSP 2015) 

• SLIK: Low-latency KV store indexing (ATC 2016) 

• NanoLog: Nanosecond-scale logging system (ATC 2018) 

• Arachne: Core-aware thread management (OSDI 2018)
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